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Abstract 
The wide use of digital images leads to the necessity of securing them when they enter into an 
insecure channel. Image cryptography plays a vital role in the modern communication. For 
telecommunication systems through the internet, various compression and encryption techniques 
are proposed to satisfy a fast and secure transmission. However these two techniques have been 
studied separately. In this paper we propose new approach of fast image encryption algorithm with 
chaos-based encryption system using by cipher structure and in compression process by using a 
context matching method driven by the correlation between adjacent neighbor mask pixels. With 
this approach the size of transmission can be reduce and transmission can be secure. 
 
Keywords: Image Compression, Cyrptography, Chaos Based Encryption 
 

In today's heterogeneous network 
environment, this requires more and more 
new techniques to meet the increasing needs 
of a modern society. In recent years, with the 
rapid development of computer science and 
network technology, people are obtaining, 
using and processing digital images more 
frequently. This situation brings us 
convenience, as well as potential threats. How 
to protect the information within the digita l 
images from the attacks of intruders is 
becoming a more and more serious problem.  
Image compression is minimizing the size in 
bytes of a graphics file without degrading the 
quality of the image to an unacceptable level. 
The reduction in file size allows more images 
to be stored in a given amount of disk or 
memory space. It also reduces the time 
required for images to be sent over the Internet 
or downloaded from Web pages[1-5]. 
 
However, for any communication system, it is 
necessary to take into account two major 
requirements: a fast transmission to send the  

 
 
information from a transmitter to a receiver 
(that can be done using an efficient  
 
compression technique) and a secure 
transmission of information which can be 
achieved using a powerful encoding 
algorithm. To satisfy these constraints, new 
compression and encryption methods 
allowing a fast and secure information 
transmission are proposed in the literature. 
 
In case, these methods (compression and 
encoding) are often developed in an 
independent manner although they are 
strongly connected and one influences the 
other. Accordingly, we propose to combine 
compression with encryption and propose a 
new method of compression and encryption at 
same time[6-7]. 
 
It is supposed that we transmit important 
images to a receiver, preventing non-
authorized people from intercepting the 
images. In order to encrypt the images we 
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cover the images with an insignificant image. 
In addition we would like to compress the 
transmitting data, to achieve a high speed 
Communications[8]. For this purpose we 
utilized a compression scheme which also 
uses multiple predictors. However the 
predictors are generated using local statistics 
and are used based on a switching algorithm 
which relies on the correlation between pixels. 
And in next step, chaos-based image 
encryption algorithm, in cipher architecture, is 
proposed. The flowchart of the algorithm is 
shown in following flowchart. An image is 
producing a binary data stream with masking 
data of image with a random key stream by a 
chaos-based random key stream generator 
then corresponding encrypted image is 
formed. The specific details of each 
component are to be discussed in the 
following sections[9]. 
 

Recently, Compression schemes have been 
greatly developed by various researchers [1]–
[4]. 
 
This was introduced in order to solve the 
problems which consist of the separation of 
independent sources using observed mixed 
texture without a strong knowledge about 
sources and, in particular lossless 
compression schemes rely on statistica l 
structure in the data. Lossless compression 
relay o statistical structure in the data and 
work on non-random data contain duplicated 
information that determine the probability of 
occurring and assigning the smallest part of 
the most common data. 
 
This kind of algorithm is used in computing, 
for saving space and sending data through the 
web and viewing image online; The algorithm 
work in tow way; prediction and correction-
based conditional average. 
 

Firstly, we perform prediction using a 
predictor selected from a fixed set of 9 simple 
linear predictors. Prediction errors are 
reordered to obtain probability distribution 
expected by the data model. 
 
To predict the intensity of a specific pixel X, 
we use fast linear predictors up to 3 
neighboring pixels: first left-hand neighbor, 
second upper neighbor , and third upper-left 
neighbor .  
 
Lossless compression has eight linear 
predictive schemes named JPEG lossless 
algorithm. 
Main algorithm of predictors: 
1) First step make no scheme  
2) 1-D predictors 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) 
 𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1)  
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)  
3) 2-D predictors 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)

+ 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)

2 }
+ 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) 

𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)
2 }

+ 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗)

2 } 
 
In this process 𝑥𝑥(𝑖𝑖, 𝑗𝑗) is the pixel of (i,j) and 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) the value of predictors. 
 
If there is a subtraction operation in a 
calculation of the predictor, then its value may 
Be out of the nominal range of pixel 
intensities [0;2𝑛𝑛(𝑖𝑖.𝑗𝑗) − 1], where N denotes 
image bit. 
 

Depth. In such a case, we take the closest 
value from the above range. We compress the 
Residuum symbol that is a difference between 
the actual 𝑥𝑥(𝑖𝑖, 𝑗𝑗)and the predicted 𝑥𝑥 𝜂𝜂(𝑖𝑖, 𝑗𝑗) 
We reorder residual values to get the 
probability distribution close descriptive by 
simply picking symbols: first, last, second, 
last but one and so on: 
𝑥𝑥 𝜂𝜂(𝑖𝑖, 𝑗𝑗)

= {
2𝑛𝑛(𝑖𝑖, 𝑗𝑗)                    𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛(𝑖𝑖, 𝑗𝑗) < 2𝑛𝑛 − 1
2(2𝑛𝑛 − 𝑛𝑛(𝑖𝑖, 𝑗𝑗))    𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛(𝑖𝑖, 𝑗𝑗) > 2𝑛𝑛 − 1  

 

The conditional exception of x set of 
observation in 𝑦𝑦𝑖𝑖 
condition is: 
 𝐸𝐸[𝑋𝑋|𝑌𝑌𝐼𝐼] =
∑ 𝑃𝑃[𝑋𝑋 = 𝑥𝑥|𝑌𝑌𝐼𝐼 =𝑋𝑋
𝑌𝑌1, 𝑌𝑌2, 𝑌𝑌3, … , 𝑌𝑌𝑁𝑁 ] 
The optimal value: 
𝐸𝐸[𝑥𝑥𝑖𝑖,𝑗𝑗|(𝑥𝑥𝑖𝑖−𝑙𝑙,𝑦𝑦𝑗𝑗−𝑚𝑚)𝑙𝑙,𝑚𝑚

𝑖𝑖,𝑗𝑗 ] = 1 
Prediction by particle matching is method is 
method to predict. The symbol depending on 
pervious. This method is called MARKOV 
model in [10-13]. 
 
Pixel 𝑥𝑥𝑖𝑖,𝑗𝑗 we can define a set of pixels which 
are neighborhood of  𝑥𝑥𝑖𝑖,𝑗𝑗  as it context. That 
are depending on the scanning and hence 
operational method. The pixels 
𝑥𝑥1

𝑖𝑖,𝑗𝑗, 𝑥𝑥2
𝑖𝑖,𝑗𝑗 , 𝑥𝑥3

𝑖𝑖,𝑗𝑗, … , 𝑥𝑥𝑘𝑘
𝑖𝑖,𝑗𝑗 with set of value 𝛼𝛼 =

(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) define:𝜍𝜍𝑘𝑘(𝛼𝛼) =
{𝑥𝑥𝑙𝑙,𝑚𝑚 : 𝑥𝑥1

𝑙𝑙,𝑚𝑚 = 𝛼𝛼1,𝑥𝑥2
𝑙𝑙,𝑚𝑚 = 𝛼𝛼2, 𝑥𝑥3

𝑙𝑙,𝑚𝑚 =
𝛼𝛼3, … , 𝑥𝑥𝑘𝑘

𝑙𝑙,𝑚𝑚 = 𝛼𝛼𝑘𝑘} 
𝜍𝜍𝑘𝑘  Consist of all the pixels on the value of 
(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) for sample mean: 

𝜇𝜇𝑥𝑥|𝛼𝛼 = 1
‖𝜍𝜍𝑘𝑘(𝛼𝛼)‖∑ 𝑥𝑥

𝑥𝑥𝑥𝑥𝛼𝛼
 

 

1) N set of x observation 
2) For each 𝑥𝑥𝑖𝑖 is in sequence of x on replace i: 
𝑦𝑦 = [𝑥𝑥𝑖𝑖−𝑛𝑛, … , 𝑥𝑥𝑖𝑖] 
3) Let y target amount 
4) Update all y amounts  
 

 
 

   𝑥𝑥𝑛𝑛                                     𝑦𝑦𝑚𝑚 
(Content bass matching windows) 
Pseudo-code: 

While (not last value of 𝛼𝛼𝑛𝑛) do  
Read neighbors 
Shorten to 4 neighbors of 

content  
While (context amount (𝜍𝜍𝑘𝑘(𝛼𝛼)) < 0 do 

Escape sequence of 
(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) 

Calculate average sample 
mean (𝜇𝜇𝑥𝑥|𝛼𝛼 ) 

 

                    
(Original image)                        (Compress image) 
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cover the images with an insignificant image. 
In addition we would like to compress the 
transmitting data, to achieve a high speed 
Communications[8]. For this purpose we 
utilized a compression scheme which also 
uses multiple predictors. However the 
predictors are generated using local statistics 
and are used based on a switching algorithm 
which relies on the correlation between pixels. 
And in next step, chaos-based image 
encryption algorithm, in cipher architecture, is 
proposed. The flowchart of the algorithm is 
shown in following flowchart. An image is 
producing a binary data stream with masking 
data of image with a random key stream by a 
chaos-based random key stream generator 
then corresponding encrypted image is 
formed. The specific details of each 
component are to be discussed in the 
following sections[9]. 
 

Recently, Compression schemes have been 
greatly developed by various researchers [1]–
[4]. 
 
This was introduced in order to solve the 
problems which consist of the separation of 
independent sources using observed mixed 
texture without a strong knowledge about 
sources and, in particular lossless 
compression schemes rely on statistica l 
structure in the data. Lossless compression 
relay o statistical structure in the data and 
work on non-random data contain duplicated 
information that determine the probability of 
occurring and assigning the smallest part of 
the most common data. 
 
This kind of algorithm is used in computing, 
for saving space and sending data through the 
web and viewing image online; The algorithm 
work in tow way; prediction and correction-
based conditional average. 
 

Firstly, we perform prediction using a 
predictor selected from a fixed set of 9 simple 
linear predictors. Prediction errors are 
reordered to obtain probability distribution 
expected by the data model. 
 
To predict the intensity of a specific pixel X, 
we use fast linear predictors up to 3 
neighboring pixels: first left-hand neighbor, 
second upper neighbor , and third upper-left 
neighbor .  
 
Lossless compression has eight linear 
predictive schemes named JPEG lossless 
algorithm. 
Main algorithm of predictors: 
1) First step make no scheme  
2) 1-D predictors 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) 
 𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1)  
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)  
3) 2-D predictors 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)

+ 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)

2 }
+ 𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) 

𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗 − 1)
2 }

+ 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗) 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) = {𝑥𝑥(𝑖𝑖, 𝑗𝑗 − 1) − 𝑥𝑥(𝑖𝑖 − 1, 𝑗𝑗)

2 } 
 
In this process 𝑥𝑥(𝑖𝑖, 𝑗𝑗) is the pixel of (i,j) and 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗) the value of predictors. 
 
If there is a subtraction operation in a 
calculation of the predictor, then its value may 
Be out of the nominal range of pixel 
intensities [0;2𝑛𝑛(𝑖𝑖.𝑗𝑗) − 1], where N denotes 
image bit. 
 

Depth. In such a case, we take the closest 
value from the above range. We compress the 
Residuum symbol that is a difference between 
the actual 𝑥𝑥(𝑖𝑖, 𝑗𝑗)and the predicted 𝑥𝑥 𝜂𝜂(𝑖𝑖, 𝑗𝑗) 
We reorder residual values to get the 
probability distribution close descriptive by 
simply picking symbols: first, last, second, 
last but one and so on: 
𝑥𝑥𝜂𝜂(𝑖𝑖, 𝑗𝑗)

= {
2𝑛𝑛(𝑖𝑖, 𝑗𝑗)                    𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛(𝑖𝑖, 𝑗𝑗) < 2𝑛𝑛 − 1
2(2𝑛𝑛 − 𝑛𝑛(𝑖𝑖, 𝑗𝑗))    𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛(𝑖𝑖, 𝑗𝑗) > 2𝑛𝑛 − 1  

 

The conditional exception of x set of 
observation in 𝑦𝑦𝑖𝑖 
condition is: 
 𝐸𝐸[𝑋𝑋|𝑌𝑌𝐼𝐼] =
∑ 𝑃𝑃[𝑋𝑋 = 𝑥𝑥|𝑌𝑌𝐼𝐼 =𝑋𝑋
𝑌𝑌1, 𝑌𝑌2, 𝑌𝑌3, … , 𝑌𝑌𝑁𝑁 ] 
The optimal value: 
𝐸𝐸[𝑥𝑥𝑖𝑖,𝑗𝑗|(𝑥𝑥𝑖𝑖−𝑙𝑙,𝑦𝑦𝑗𝑗−𝑚𝑚)𝑙𝑙,𝑚𝑚

𝑖𝑖,𝑗𝑗 ] = 1 
Prediction by particle matching is method is 
method to predict. The symbol depending on 
pervious. This method is called MARKOV 
model in [10-13]. 
 
Pixel 𝑥𝑥𝑖𝑖,𝑗𝑗 we can define a set of pixels which 
are neighborhood of  𝑥𝑥𝑖𝑖,𝑗𝑗  as it context. That 
are depending on the scanning and hence 
operational method. The pixels 
𝑥𝑥1

𝑖𝑖,𝑗𝑗, 𝑥𝑥2
𝑖𝑖,𝑗𝑗 , 𝑥𝑥3

𝑖𝑖,𝑗𝑗, … , 𝑥𝑥𝑘𝑘
𝑖𝑖,𝑗𝑗 with set of value 𝛼𝛼 =

(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) define:𝜍𝜍𝑘𝑘(𝛼𝛼) =
{𝑥𝑥𝑙𝑙,𝑚𝑚 : 𝑥𝑥1

𝑙𝑙,𝑚𝑚 = 𝛼𝛼1,𝑥𝑥2
𝑙𝑙,𝑚𝑚 = 𝛼𝛼2, 𝑥𝑥3

𝑙𝑙,𝑚𝑚 =
𝛼𝛼3, … , 𝑥𝑥𝑘𝑘

𝑙𝑙,𝑚𝑚 = 𝛼𝛼𝑘𝑘} 
𝜍𝜍𝑘𝑘  Consist of all the pixels on the value of 
(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) for sample mean: 

𝜇𝜇𝑥𝑥|𝛼𝛼 = 1
‖𝜍𝜍𝑘𝑘(𝛼𝛼)‖∑ 𝑥𝑥

𝑥𝑥𝑥𝑥𝛼𝛼
 

 

1) N set of x observation 
2) For each 𝑥𝑥𝑖𝑖 is in sequence of x on replace i: 
𝑦𝑦 = [𝑥𝑥𝑖𝑖−𝑛𝑛, … , 𝑥𝑥𝑖𝑖] 
3) Let y target amount 
4) Update all y amounts  
 

 
 

   𝑥𝑥𝑛𝑛                                     𝑦𝑦𝑚𝑚 
(Content bass matching windows) 
Pseudo-code: 

While (not last value of 𝛼𝛼𝑛𝑛) do  
Read neighbors 
Shorten to 4 neighbors of 

content  
While (context amount (𝜍𝜍𝑘𝑘(𝛼𝛼)) < 0 do 

Escape sequence of 
(𝛼𝛼1,𝛼𝛼2, 𝛼𝛼3, … , 𝛼𝛼𝑘𝑘) 

Calculate average sample 
mean (𝜇𝜇𝑥𝑥|𝛼𝛼 ) 

 

                    
(Original image)                        (Compress image) 
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Chaos-base image encryption scheme: the 
main idea of chaos-based image encryption 
system is proposed in the diagram (2) that 

consist of two major parts, serving of init ia l 
key and mixing base upon two different 
chaotic maps. 
 

                            
 

                                                                             
                         (Data stream)                                         (encription data stream)             (encript image)                                          
 
                                                                 

           
                                                           (key stream generator)            

 
Figure 2. encription procces 

 
 
To generating the random key stream , the first 
should be created. For first key  the following 
mathematice formolas describe: 
 
𝑥𝑥𝑛𝑛=1 = 𝑓𝑓(𝑥𝑥𝑛𝑛)

=

{ 
 
  𝑔𝑔 (

𝑥𝑥𝑛𝑛
𝑝𝑝 )                           𝑖𝑖𝑓𝑓0 <

𝑥𝑥𝑛𝑛
2𝑙𝑙 + 1 <  𝑝𝑝

𝑔𝑔 (2
𝑙𝑙 + 1 − 𝑥𝑥𝑛𝑛
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Where 𝑎𝑎𝑁𝑁, 𝑏𝑏𝑀𝑀  are integer in [0, 2𝑙𝑙−1] .This 
high-dimensional Cat map, ℎ𝑐𝑐 , is used as our 
post-processing unit for mixing up the init ia l 
key stream.  

the useful way for sending secret data without 
data integrity is bite sequence as key. 
Therefore, adds this to plain text to form of the 
cryptogram like bellow chart. 
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    𝑚𝑚𝑖𝑖               𝑐𝑐𝑖𝑖 

     
 
 
 

   Figure 3. key generator key generator 
 
The key can be parameter in f and first state is 
𝑠𝑠0.𝑠𝑠𝑖𝑖 = 𝑓𝑓(𝑘𝑘, 𝑠𝑠𝑖𝑖−1),  k𝑖𝑖 = 𝑔𝑔(𝑠𝑠𝑖𝑖) , 𝑐𝑐𝑖𝑖 = 𝑚𝑚𝑖𝑖⨁ k𝑖𝑖 
Byte-based stream cipher with initial 𝑠𝑠[𝑘𝑘]=k 
for I in 0,…, 255 and 0,…,255 equal to 
 𝑠𝑠[𝑘𝑘] + 𝑘𝑘[𝑖𝑖] ↔ 𝑠𝑠[𝑗𝑗]+ 𝑘𝑘[𝑖𝑖]  

 
  {

𝑠𝑠𝑖𝑖
𝑠𝑠𝑗𝑗     

 𝑘𝑘𝑖𝑖         
Figure 4. first key stream 

(1) With a user key, construct the parameters 
needed for the key generator. The 
computational procedures are to be discussed 
in above. 
(2) The image is firstly transformed into a 
standard data stream (Fig. 1). Taking an image 
in true color with 
(N*M) pixels as an example, if each pixel 
consists of RGB format, a stream of total 𝑐𝑐𝑖𝑖 
data can be formed by partitioning the bits 
obtained from pixels. 
3) For each data 𝑚𝑚𝑖𝑖, it will be masked by the 
key stream with the following function: 𝑐𝑐𝑖𝑖 =
(𝑑𝑑𝑖𝑖 + 𝑘𝑘𝑖𝑖 + 𝑐𝑐𝑖𝑖−1)𝑚𝑚𝑚𝑚𝑑𝑑2𝑙𝑙 
4) The encrypted data stream is converted 
back into RGB format for storage or 
transmission. Decryption is similar to 
encryption, except that the following 
decryptions function:𝐷𝐷�̂�𝑖 = (𝑐𝑐𝑖𝑖−𝑘𝑘𝑖𝑖 −
𝑑𝑑𝑖𝑖−1)𝑚𝑚𝑚𝑚𝑑𝑑2𝑙𝑙 𝐷𝐷�̂�𝑖 Is decrypting sequence[13-
15]. 
 

In order to validate our approach several 
simulations are conducted. “Lena” 
compressed image are encrypted and 
decrypted by the proposed method. 512×512 
color JPEG format files are used as the 
original images. An example of the 
simulations is shown in Fig. 8. The first row 
of Fig.4 shows the original source images (a), 
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Chaos-base image encryption scheme: the 
main idea of chaos-based image encryption 
system is proposed in the diagram (2) that 

consist of two major parts, serving of init ia l 
key and mixing base upon two different 
chaotic maps. 
 

                            
 

                                                                             
                         (Data stream)                                         (encription data stream)             (encript image)                                          
 
                                                                 

           
                                                           (key stream generator)            

 
Figure 2. encription procces 
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Fast and lossless Image compression in chaos-based Encryption

the images in the second row were obtained 
by applying optimize chaotic to the 
compressed image in (b), and the last row 
corresponds the reconstructed images which 
the receiver can obtain (c). After execution of 
cat map and applying chaotic algorithm to the 
compressed components with the random key 
generator, we can get the source images. 
  
The quality of the reconstructed images, 
however, is not as same as the original ones, 
because compression cut off higher frequency 
components. Moreover, the order of the 
outputs is not always same as that of the 
original images. 
 

 
 
Figure 4a. Orginalimage 
 

 
 
Figure 4b. encripted and copressed  

 
  Figure 4c. recovered image 
 
In this test the below table shows ability of this 
algorithm: 

Items value 
PSNR 78.04 
MCSE 0.002 

ENTROPY 7.62 
The picture of histogram shows no different 
between original image and recovered image. 
 

 
 
Figure 5. histogram diagram 
 
Conclusion: 
In this paper, we presented a novel image 
encryption technique for compressed domain. 
Our proposed technique can work efficient ly 
and independently regardless of the image 
size, quality and dimension. The experimenta l 
results shown in this paper proved that the 
encryption of the proposed method is 
extremely high if the relative compression 
ratio is compromised. Double layer of security 

for the embedding text ensures the protection 
of data against any intruder attack. In addition, 
the user has been given the freedom of 
choosing the key and using it by anyway s/he 
likes. Further research over the proposed 
method has also been discussed so that studies 
on this Stream can be continued smoothly. 
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the receiver can obtain (c). After execution of 
cat map and applying chaotic algorithm to the 
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