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#### Abstract

Let $R$ be a finite commutative ring with unity and $x \in R$. We study the probability that the product of two randomly chosen elements (with replacement) of $R$ equals $x$. We denote this probability by $\operatorname{Prob}_{x}(R)$. We determine some bounds for this probability and also obtain some characterizations of finite commutative rings based on this probability. Moreover, we determine the explicit computing formulas for $\operatorname{Prob}_{x}(R)$ when $R=\mathbb{Z}_{m} \times \mathbb{Z}_{n}$.
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## 1. Introduction

Probability is a developing area in mathematics that has been applied to groups for the past few decades. In 1968, Erdös and Turan [6] worked on symmetric groups and introduced an idea of commutativity degree. The commutativity degree is commuting probability of two randomly taken elements (with replacement) from any finite group $G$. This commuting probability can be expressed as:

$$
\operatorname{Pr}(G)=\frac{\left|\left\{\left(x_{1}, x_{2}\right) \in G \times G \mid x_{1} x_{2}=x_{2} x_{1}\right\}\right|}{|G|^{2}}
$$

After that, in 1973, W. H. Gustafson [8] pointed out that the commuting probability of randomly taken pair of elements in a finite group $G$ is $\frac{K(G)}{|G|}$, where $K(G)$ is the number of conjugacy classes in $G$. This is very clear that $G$ is an abelian group iff $\operatorname{Pr}(G)=1$. Commuting probability measures that how close is a finite structure to abelian. In [8], the author showed that $\operatorname{Pr}(G) \leq \frac{5}{8}$, if $G$ is non abelian. The same result was also proved by D. Machale [10, Theorem 2] in 1974 and D. J. Rusin [17] in 1979. In 1976, after the work of Erdös and Turan on commutativity degree for groups, D. Machale [11] expanded this idea to finite rings. For a long time after that, no mathematician did much work on commuting probability of finite rings.

In 2018, M. A. Esmkhani and S. M. Jafarian Amiri [7] investigated the probability of a zero product for two elements from ring $R$ chosen at random. They denoted this probability by $z p(R)$ and showed that for any ring $R$ this probability is either equals to 1 or atmost $\frac{3}{4}$. Moreover they determined all the rings whose $z p(R)=\frac{3}{4}$. They also found the structures of rings $R$ that have the maximum or minimum value of $z p(R)$ among all rings with identity of same size. They distinguished all the rings $R$ having $z p(R) \geq \frac{3}{8}$.

In 2019, S. U. Rehman et. al. [16] worked on the probability $P_{\bar{m}}\left(\mathbb{Z}_{n}\right)$ of getting the product equal to any arbitrary element $\bar{m}$ in the ring $\mathbb{Z}_{n}$ for pair of elements taken randomly from the ring $\mathbb{Z}_{n}$. They explicitly formulated this probability of product of a randomly chosen pair of elements in the ring $\mathbb{Z}_{n}$. They derived useful results about $P_{\bar{m}}\left(\mathbb{Z}_{n}\right)$, especially when $\bar{m}=\overline{0}$ or $\overline{1}$. Recently in 2020, Sanhan M. S. Khasraw [9] conducted research on the probability of zero product for two randomly chosen elements from ring $R$. He considered this probability as: $\operatorname{Pr}(R)=\frac{|A n n|}{|R \times R|}$, where $A n n=\left\{\left(r_{1}, r_{2}\right) \in R \times R \mid r_{1} r_{2}=0\right\}$. This idea has been observed earlier in [7]. He also found bounds of this probability for finite commutative rings with unity.

We provide below an overview of some concepts for the reader's convenience. A local ring is a commutative ring $R$ with a unique maximal ideal. A zero-divisor is an element $x$ of a commutative ring $R$ such that there exists an element $y \in R$ with $x y=0$. The zero-divisor graph $\Gamma(R)$ of ring $R$ is a simple graph in which vertices are non-zero zero-divisors of $R$ such that any two vertices $x_{1}$ and $x_{2}$ are adjacent if $x_{1} x_{2}=0$. A simple graph that has exactly one edge between each pair of vertices is called a complete graph. Any unexplained material is standard as in [1] and [5].

We have conducted the study about the probability of product for finite commutative rings with unity. We denoted this probability by $\operatorname{Prob}_{x}(R)$. For an element $x \in R$, we choose randomly the pair of elements and studied the probability that their product equals $x$. We obtained some bounds for this probability $\operatorname{Prob}_{x}(R)$ and few characterizations of finite commutative rings based on $\operatorname{Prob}_{x}(R)$.

This paper comprises of two sections. In first section, we provide useful formulation about $\operatorname{Prob}_{x}(R)$ and introduced some useful bounds for $\operatorname{Prob}_{x}(R)$. More precisely, we obtain the following results: If $u \in U(R)$, then $\operatorname{Prob}_{u}(R)=\frac{|U(R)|}{|R|^{2}}$ (Theorem 2.1). If $K$ is a field and $0 \neq x \in K$, then $\operatorname{Prob}_{x}(K)=\frac{|K|-1}{|K|^{2}}$ (Corollary 2.2). If $u \in U(R)$, then $\operatorname{Prob}_{u}(R) \leq \frac{1}{4}$ (Theorem 2.3). For each $x \in Z(R) \backslash$ $\{0\}, \operatorname{Prob}_{x}(R) \geq \frac{2|U(R)|}{|R|^{2}}$ (Theorem 2.4). The zero-divisor graph $\Gamma(R)$ is complete iff $\operatorname{Prob}_{x}(R)=\frac{2|U(R)|}{|R|^{2}}$ for all $x \in Z(R) \backslash\{0\}$ (Theorem 2.5). $\operatorname{Prob}_{x}(R)=\frac{2|U(R)|}{|R|^{2}}$
for all $x \in Z(R) \backslash\{0\}$ iff $\Gamma(R)$ is complete iff $R \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ or $R$ is local with maximal ideal $M$ such that $M^{2}=0$ (Theorem 2.6). $\operatorname{Prob}_{x}\left(\mathbb{Z}_{n}\right)=\frac{2 \phi(n)}{n^{2}}$ for all $\overline{0} \neq x \in \mathbb{Z}_{n}$ with $(x, n) \neq 1$ iff $\operatorname{Prob}_{x}\left(\mathbb{Z}_{n}\right)=\frac{n-\sqrt{n}}{n^{2}}$ iff $n=p^{2}$ for some prime $p$ (Corollary 2.7). If $R_{1}$ and $R_{2}$ are finite rings and if $\left(x_{1}, x_{2}\right) \in R_{1} \times R_{2}$, then $\operatorname{Prob}_{\left(x_{1}, x_{2}\right)}\left(R_{1} \times R_{2}\right)=\operatorname{Prob}_{x_{1}}\left(R_{1}\right) \cdot \operatorname{Prob}_{x_{2}}\left(R_{2}\right)$ (Theorem 2.8). In second section, we obtain very useful formulations that completely describe the probability $\operatorname{Prob}_{x}(R)$ in the ring $R=\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ (Theorem 2.10, 2.11, 2.12, 2.13, 2.14 and 2.15).

## 2. Main results

2.1. Properties of $\operatorname{Prob}_{x}(R)$ for finite commutative ring $R$. Let $R$ be a finite commutative ring with unity and let $x \in R$. Suppose we choose two elements at random (with replacement) from $R$, then what is the probability that the product of these two elements is $x$. We denote this probability by $\operatorname{Prob}_{x}(R)$. In this section we study some general properties about $\operatorname{Prob}_{x}(R)$.

Theorem 2.1. If $u \in U(R)$, then $\operatorname{Prob}_{u}(R)=\frac{|U(R)|}{|R|^{2}}$.
Proof. $\operatorname{Prob}_{u}(R)=\frac{|A|}{|R|^{2}}$, where $A=\left\{\left(a_{1}, a_{2}\right) \in R \times R \mid a_{1} a_{2}=u\right\}$. Since, $a_{1} a_{2}=$ $u \Leftrightarrow\left(u^{-1} a_{1}\right) a_{2}=1$, therefore $\left(a_{1}, a_{2}\right) \in A \Leftrightarrow\left(u a_{2}^{-1}, a_{2}\right) \in A$ and $a_{2} \in U(A)$. Hence, $|A|=|U(R)|$ and thus $\operatorname{Prob}_{u}(R)=\frac{|U(R)|}{|R|^{2}}$.
Corollary 2.2. If $K$ is a field and $0 \neq x \in K$, then $\operatorname{Prob}_{x}(K)=\frac{|K|-1}{|K|^{2}}$.
Theorem 2.3. If $u \in U(R)$, then $\operatorname{Prob}_{u}(R) \leq \frac{1}{4}$.
Proof. Let $|R|=n$. Then we know from Theorem 2.1 that $\operatorname{Prob}_{u}(R)=\frac{|U(R)|}{n^{2}}$. Since $|U(R)| \leq n-1$, then $\operatorname{Prob}_{u}(R) \leq \frac{n-1}{n^{2}}=\frac{1}{n}-\frac{1}{n^{2}}$, which decreases as $n$ increases. If $n=2$, then $\operatorname{Prob}_{u}(R)=\frac{1}{4}$.
Theorem 2.4. For each $x \in Z(R) \backslash\{0\}, \operatorname{Prob}_{x}(R) \geq \frac{2|U(R)|}{|R|^{2}}$.
Proof. We have $\operatorname{Prob}_{x}(R)=\frac{|C|}{|R|^{2}}$, where $C=\{(a, b) \in R \times R \mid a b=x\}$. Notice that for each $u \in U(R)$, we have $\left(u, u^{-1} x\right) \in C$ and $\left(u^{-1} x, u\right) \in C$. Therefore, $2|U(R)| \leq|C|$. Hence, $\operatorname{Prob}_{x}(R)=\frac{|C|}{|R|^{2}} \geq \frac{2|U(R)|}{|R|^{2}}$.

Recall from [2] that the zero-divisor graph $\Gamma(R)$ of ring $R$ is a simple graph in which vertices are non-zero zero-divisors of $R$ such that any two vertices $x_{1}$ and $x_{2}$ are adjacent if $x_{1} x_{2}=0$. The zero-divisor graph was introduced by D. F. Anderson and P. S. Livingston in [2]. Since then the zero-divisor graph has been studied by many authors, see $[3,12,13,14]$. The study of zero-divisor graph $\Gamma(R)$ helps to study the probability $\operatorname{Prob}_{x}(R)$ when $x$ is a non-zero zero-divisor.

Theorem 2.5. $\Gamma(R)$ is complete iff $\operatorname{Prob}_{x}(R)=\frac{2|U(R)|}{|R|^{2}}$ for all $x \in Z(R) \backslash\{0\}$.
Proof. Suppose $\Gamma(R)$ is complete. For $x \in Z(R) \backslash\{0\}$, we have $\operatorname{Prob}_{x}(R)=$ $|\{(a, b) \in R \times R \mid a b=x\}| /|R|^{2}$. Since $x \in Z(R) \backslash\{0\}$ and $\Gamma(R)$ is complete, so if $a b=x$, then it is not possible that both $a$ and $b$ are zero-divisors and also it is not possible that both $a$ and $b$ are units. Hence, if $a b=x$, then exactly one of $a$ or $b$ is a unit. Suppose $a \in U(R)$. Then $a b=x \Leftrightarrow b=a^{-1} x$ and hence we conclude that $\operatorname{Prob}_{x}(R)=\left(\left|\left\{\left(a, a^{-1} x\right) \mid a \in U(R)\right\}\right|+\left|\left\{\left(a^{-1} x, a\right) \mid a \in U(R)\right\}\right|\right) /|R|^{2}=$ $(|U(R)|+|U(R)|) /|R|^{2}=2|U(R)| /|R|^{2}$.

Now suppose that $\Gamma(R)$ is not complete. Then there exist $z_{1}, z_{2} \in Z(R) \backslash\{0\}$ such that $z_{1} z_{2} \neq 0$. Therefore, $\left(a, a^{-1} z_{1} z_{2}\right),\left(a^{-1} z_{1} z_{2}, a\right),\left(z_{1}, z_{2}\right) \in\{(a, b) \in R \times R \mid a b=$ $\left.z_{1} z_{2}\right\}$ for all $a \in U(R)$. This implies that $\left|\left\{(a, b) \in R \times R \mid a b=z_{1} z_{2}\right\}\right|>2|U(R)|$, and hence $\operatorname{Prob}_{z_{1} z_{2}}(R)>\frac{2|U(R)|}{|R|^{2}}$.

Theorem 2.6. The following assertions are equivalent:
(1) $\operatorname{Prob}_{x}(R)=\frac{2|U(R)|}{|R|^{2}}$ for all $x \in Z(R) \backslash\{0\}$.
(2) $\Gamma(R)$ is complete.
(3) $R \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ or $R$ is local with maximal ideal $M$ such that $M^{2}=0$.

Proof. Apply Theorem 2.5 and [2, Corollary 2.7, Theorem 2.8].
Corollary 2.7. The following assertions are equivalent for a composite integer $n$.
(1) $\operatorname{Prob}_{\bar{x}}\left(\mathbb{Z}_{n}\right)=\frac{2 \phi(n)}{n^{2}}$ for all $\overline{0} \neq \bar{x} \in \mathbb{Z}_{n}$ with $(x, n) \neq 1$.
(2) $\operatorname{Prob}_{\bar{x}}\left(\mathbb{Z}_{n}\right)=\frac{n-\sqrt{n}}{n^{2}}$.
(3) $n=p^{2}$ for some prime $p$.

Proof. $(1) \Rightarrow(3)$ and $(3) \Rightarrow(2)$ are straightforward. Moreover it is easy to verify that $\phi(n)=n-\sqrt{n} \Leftrightarrow n=p^{2}$. So (2) $\Rightarrow$ (1) also holds.

Theorem 2.8. Let $R_{1}$ and $R_{2}$ be finite rings and let $\left(x_{1}, x_{2}\right) \in R_{1} \times R_{2}$. Then $\operatorname{Prob}_{\left(x_{1}, x_{2}\right)}\left(R_{1} \times R_{2}\right)=\operatorname{Prob}_{x_{1}}\left(R_{1}\right) \cdot \operatorname{Prob}_{x_{2}}\left(R_{2}\right)$.

Proof. We have $\operatorname{Prob}_{\left(x_{1}, x_{2}\right)}\left(R_{1} \times R_{2}\right)=\frac{\left|C\left(R_{1} \times R_{2}\right)\right|}{\left|R_{1} \times R_{2}\right|^{2}}$, where $C\left(R_{1} \times R_{2}\right)$ is a collection of those pairs of elements $\left(\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)\right)$ in the ring $R_{1} \times R_{2}$ for which $\left(a_{1}, a_{2}\right)\left(b_{1}, b_{2}\right)=\left(x_{1}, x_{2}\right)$. We define $C\left(R_{1}\right)=\left\{\left(a_{1}, b_{1}\right) \in R_{1} \times R_{1} \mid a_{1} b_{1}=x_{1}\right\}$ and $C\left(R_{2}\right)=\left\{\left(a_{2}, b_{2}\right) \in R_{2} \times R_{2} \mid a_{2} b_{2}=x_{2}\right\}$. Then $\left(\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)\right) \in C\left(R_{1} \times R_{2}\right) \Leftrightarrow$ $a_{1} b_{1}=x_{1}$ and $a_{2} b_{2}=x_{2} \Leftrightarrow\left(a_{1}, b_{1}\right) \in C\left(R_{1}\right)$ and $\left(a_{2}, b_{2}\right) \in C\left(R_{2}\right)$. This implies $\left|C\left(R_{1} \times R_{2}\right)\right|=\left|C\left(R_{1}\right) \times C\left(R_{2}\right)\right|=\left|C\left(R_{1}\right)\right| \cdot\left|C\left(R_{2}\right)\right|$. Hence, $\operatorname{Prob}_{\left(x_{1}, x_{2}\right)}\left(R_{1} \times R_{2}\right)=$ $\frac{\left|C\left(R_{1} \times R_{1}\right)\right| \cdot\left|C\left(R_{2} \times R_{2}\right)\right|}{\left|R_{1} \times R_{2}\right|^{2}}=\frac{\left|C\left(R_{1} \times R_{1}\right)\right|}{\left|R_{1} \times R_{2}\right|} \cdot \frac{\left|C\left(R_{2} \times R_{2}\right)\right|}{\left|R_{1} \times R_{2}\right|}=\operatorname{Prob}_{x_{1}}\left(R_{1}\right) \cdot \operatorname{Prob}_{x_{2}}\left(R_{2}\right)$.
2.2. Probability in the ring $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$. Let $(\bar{x}, \bar{y}) \in \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ be a fixed element. We find the probability of the event in which the product of two randomly chosen pair of elements in $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ equals the fixed element $(\bar{x}, \bar{y})$. We provide explicit formulas to compute the probability $\operatorname{Prob}_{(\bar{x}, \bar{y})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$ of getting product equal to $(\bar{x}, \bar{y})$ for all possible values of $(\bar{x}, \bar{y}) \in \mathbb{Z}_{m} \times \mathbb{Z}_{n}$.

It is very easy to find the $\operatorname{Prob}_{(\bar{x}, \bar{y})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$ in ring $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ directly for the small values of $m$ and $n$, we only need to count the required pairs as shown in following example.

Example 2.9. We compute directly the probability $\operatorname{Prob}_{(\bar{x}, \bar{y})}(R)$ in the ring $R=$ $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$. For any $(\bar{x}, \bar{y}) \in R$, we have $\operatorname{Prob}_{(\bar{x}, \bar{y})}(R)=\frac{|E|}{|R|^{2}}$, where $E=\{((\bar{a}, \bar{b}),(\bar{c}, \bar{d})) \in$ $R \times R \mid(\overline{a c}, \overline{b d})=(\bar{x}, \bar{y})\}$.

| $(\bar{x}, \bar{y})$ | $E$ | $\|E\|$ | $\operatorname{Prob}_{(\bar{x}, \bar{y})}(R)=\frac{\|E\|}{\|R\|^{2}}$ |
| :---: | :---: | :---: | :---: |
| ( $\overline{0}, \overline{0}$ ) | $\begin{aligned} & ((\overline{0}, \overline{0}),(\overline{0}, \overline{0})),((\overline{0}, \overline{0}),(\overline{0}, \overline{1})),((\overline{0}, \overline{0}),(\overline{0}, \overline{2})), \\ & ((\overline{0}, \overline{0}),(\overline{0}, \overline{3})),((\overline{0}, \overline{0}),(\overline{1}, \overline{0})),((\overline{0}, \overline{0}),(\overline{1}, \overline{1})), \\ & ((\overline{0}, \overline{0}),(\overline{1}, \overline{2})),((\overline{0}, \overline{0}),(\overline{1}, \overline{3})),((\overline{0}, \overline{1}),(\overline{0}, \overline{0})), \\ & ((\overline{0}, \overline{2}),(\overline{0}, \overline{0})),((\overline{0}, \overline{3}),(\overline{0}, \overline{0})),((\overline{1}, \overline{0}),(\overline{0}, \overline{0})), \\ & ((\overline{1}, \overline{1}),(\overline{0}, \overline{0}))),((\overline{1}, \overline{2}),(\overline{0}, \overline{0})),((\overline{1}, \overline{3}),(\overline{0}, \overline{0})), \\ & ((\overline{1}, \overline{0}),(\overline{0}, \overline{1})),((\overline{1}, \overline{0}),(\overline{0}, \overline{2})),((\overline{1}, \overline{0}),(\overline{0}, \overline{3})), \\ & ((\overline{1}, \overline{2}),(\overline{0}, \overline{2})),((\overline{0}, \overline{1}),(\overline{1}, \overline{0})),((\overline{0}, \overline{2}),(\overline{1}, \overline{2})), \\ & ((\overline{0}, \overline{2}),(\overline{1}, \overline{0})),((\overline{0}, \overline{2}),(\overline{0}, \overline{2})),((\overline{0}, \overline{3}),(\overline{1}, \overline{0})) \end{aligned}$ | 24 | 3/8 |
| $(\overline{0}, \overline{1})$ | $\begin{aligned} & ((\overline{0}, \overline{1}),(\overline{0}, \overline{1})),((\overline{0}, \overline{1}),(\overline{1}, \overline{1})),((\overline{1}, \overline{1}),(\overline{0}, \overline{1})), \\ & ((\overline{0}, \overline{3}),(\overline{0}, \overline{3})),((\overline{0}, \overline{3}),(\overline{1}, \overline{3})),((\overline{1}, \overline{3}),(\overline{0}, \overline{3})) \end{aligned}$ | 6 | 3/32 |
| $(\overline{0}, \overline{2})$ | $\begin{aligned} & ((\overline{0}, \overline{2}),(\overline{0}, \overline{1})),((\overline{0}, \overline{1}),(\overline{0}, \overline{2})),((\overline{0}, \overline{2}),(\overline{0}, \overline{3})), \\ & ((\overline{0}, \overline{2}),(\overline{1}, \overline{1})),((\overline{0}, \overline{2}),(\overline{1}, \overline{3})),((\overline{0}, \overline{3}),(\overline{0}, \overline{2})), \\ & ((\overline{1}, \overline{1}),(\overline{0}, \overline{2})),((\overline{1}, \overline{3}),(\overline{0}, \overline{2})),((\overline{0}, \overline{1}),(\overline{1}, \overline{2})), \\ & ((\overline{0}, \overline{3}),(\overline{1}, \overline{2})),((\overline{1}, \overline{2}),(\overline{0}, \overline{1})),((\overline{1}, \overline{2}),(\overline{0}, \overline{3})) \end{aligned}$ | 12 | 3/16 |
| $(\overline{0}, \overline{3})$ | $\begin{aligned} & ((\overline{0}, \overline{3}),(\overline{0}, \overline{1})),((\overline{0}, \overline{1}),(\overline{0}, \overline{3})),((\overline{0}, \overline{3}),(\overline{1}, \overline{1})), \\ & ((\overline{1}, \overline{1}),(\overline{0}, \overline{3})),((\overline{0}, \overline{1}),(\overline{1}, \overline{3})),((\overline{1}, \overline{3}),(\overline{0}, \overline{1})) \end{aligned}$ | 6 | 3/32 |
| $(\overline{1}, \overline{0})$ | $\begin{aligned} & ((\overline{1}, \overline{0}),(\overline{1}, \overline{0})),((\overline{1}, \overline{0}),(\overline{1}, \overline{1})),((\overline{1}, \overline{1}),(\overline{1}, \overline{0})), \\ & ((\overline{1}, \overline{0}),(\overline{1}, \overline{2})),(\overline{1}, \overline{0})),(\overline{1}, \overline{3})),((\overline{1}, \overline{2}),(\overline{1}, \overline{0})), \\ & ((\overline{1}, \overline{3}),(\overline{1}, \overline{0})),((\overline{1}, \overline{2}),(\overline{1}, \overline{2})) \end{aligned}$ | 8 | 1/8 |
| $(\overline{1}, \overline{1})$ | $((\overline{1}, \overline{1}),(\overline{1}, \overline{1})),((\overline{1}, \overline{3}),(\overline{1}, \overline{3}))$ | 2 | 1/32 |


| $(\bar{x}, \bar{y})$ | $E$ | $\|E\|$ | $\operatorname{Prob}_{(\bar{x}, \bar{y})}=\frac{\|E\|}{\|R\|^{2}}$ |
| :---: | :---: | :---: | :---: |
| $(\overline{1}, \overline{2})$ | $\begin{aligned} & ((\overline{1}, \overline{2}),(\overline{1}, \overline{1})),((\overline{1}, \overline{2}),(\overline{1}, \overline{3})),((\overline{1}, \overline{3}),(\overline{1}, \overline{2})), \\ & ((\overline{1}, \overline{1}),(\overline{1}, \overline{2})) \end{aligned}$ | 4 | 1/16 |
| $(\overline{1}, \overline{3})$ | $((\overline{1}, \overline{3}),(\overline{1}, \overline{1})),((\overline{1}, \overline{1}),(\overline{1}, \overline{3}))$ | 2 | 1/32 |

It is quite difficult to count directly, the pairs as in above table, for the large values of $m$ and $n$. Here we successfully provide the general formulas to compute this probability $\operatorname{Prob}_{(\bar{x}, \bar{y})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$.

Theorem 2.10. $\operatorname{Prob}_{(\overline{0}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2} n^{2}} \sum_{i \mid m} \sum_{j \mid n} i j \phi\left(\frac{m}{i}\right) \phi\left(\frac{n}{j}\right)$.
Proof. By Theorem 2.8, $\operatorname{Prob}_{(\overline{0}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)$. Also by [16, Corollary 2.3], $\operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{m}\right)=\frac{1}{m^{2}} \sum_{d \mid m} d \phi\left(\frac{m}{d}\right)$ and $\operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)=\frac{1}{n^{2}} \sum_{d \mid n} d \phi\left(\frac{n}{d}\right)$. Hence, $\operatorname{Prob}_{(\overline{0}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2}} \sum_{d \mid m} d \phi\left(\frac{m}{d}\right) \cdot \frac{1}{n^{2}} \sum_{d \mid n} d \phi\left(\frac{n}{d}\right)=\frac{1}{m^{2}} \sum_{i \mid m} i \phi\left(\frac{m}{i}\right)$. $\frac{1}{n^{2}} \sum_{j \mid n} j \phi\left(\frac{n}{j}\right)=\frac{1}{m^{2} n^{2}} \sum_{i \mid m} \sum_{j \mid n} i j \phi\left(\frac{m}{i}\right) \phi\left(\frac{n}{j}\right)$.
Theorem 2.11. For $\bar{u} \in U\left(\mathbb{Z}_{m}\right)$ and $\bar{v} \in U\left(\mathbb{Z}_{n}\right), \operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{\phi(m) \cdot \phi(n)}{m^{2} n^{2}}$.
Proof. By Theorem 2.8, $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)$. Also by [16, Theorem 2.4], $\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right)=\frac{\phi(m)}{m^{2}}$ and $\operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)=\frac{\phi(n)}{n^{2}}$. Hence, we obtained $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{\phi(m) \phi(n)}{m^{2} n^{2}}$.

Theorem 2.12. Let $0 \neq \bar{u} \in Z\left(\mathbb{Z}_{m}\right)$ and $\bar{v} \in U\left(\mathbb{Z}_{n}\right)$. Then $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=$ $\frac{\phi(n)}{m^{2} n^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} g c d(x, m)$.
Proof. By using Theorem 2.8, $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)$. Also by [16, Theorem 2.1], $\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right)=\frac{1}{m^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} g c d(x, m)$. Moreover, by using [16, Theorem 2.4], $\operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)=\frac{\phi(n)}{n^{2}}$. Hence, $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=$ $\frac{\phi(n)}{m^{2} n^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} g c d(x, m)$.
Theorem 2.13. Let $\bar{u} \in U\left(\mathbb{Z}_{m}\right)$. Then $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{\phi(m)}{m^{2} n^{2}} \sum_{1 \leq x \leq n} g c d(x, n)$.
Proof. By applying Theorem 2.8, $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)$. Also, by [16, Theorem 2.4], $\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right)=\frac{\phi(m)}{m^{2}}$. Moreover, by using [16, Corollary 2.2], $\operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)=\frac{1}{n^{2}} \sum_{1 \leq x \leq n} g c d(x, n)$. Hence, we obtained $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=$ $\frac{\phi(m)}{m^{2} n^{2}} \sum_{1 \leq x \leq n} g c d(x, n)$.

Theorem 2.14. Let $0 \neq \bar{u} \in Z\left(\mathbb{Z}_{m}\right)$. Then
$\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2} n^{2}} \sum_{1 \leq y \leq n} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} \operatorname{gcd}(x, m) \operatorname{gcd}(y, n)$.
Proof. By using Theorem 2.8, $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)$. Also, by [16, Theorem 2.1], $\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right)=\frac{1}{m^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} \operatorname{gcd}(x, m)$. Moreover, by applying [16, Theorem 2.2], $\operatorname{Prob}_{\overline{0}}\left(\mathbb{Z}_{n}\right)=\frac{1}{n^{2}} \sum_{1 \leq y \leq n} g c d(y, n)$. Hence, we obtained $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2}} \sum_{1 \leq x \leq m-1} g c d(x, m) \cdot \frac{1}{n^{2}} \sum_{1 \leq y \leq n} g c d(y, n)$. This implies $\operatorname{Prob}_{(\bar{u}, \overline{0})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2} n^{2}} \sum_{1 \leq y \leq n}^{g c d(x, m) \mid u} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} \operatorname{gcd}(x, m) \operatorname{gcd}(y, n)$.

Theorem 2.15. For $0 \neq \bar{u} \in Z\left(\mathbb{Z}_{m}\right)$ and $0 \neq \bar{v} \in Z\left(\mathbb{Z}_{n}\right)$; $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2} n^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} \sum_{\substack{1 \leq y \leq n-1 \\ g c d(y, n) \mid v}} \operatorname{gcd}(x, m) \operatorname{gcd}(y, n)$.

Proof. By using Theorem 2.8, $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right) \cdot \operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)$. Also, by [16, Theorem 2.1], $\operatorname{Prob}_{\bar{u}}\left(\mathbb{Z}_{m}\right)=\frac{1}{m^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} g c d(x, m)$ and, $\operatorname{Prob}_{\bar{v}}\left(\mathbb{Z}_{n}\right)=$ $\frac{1}{n^{2}} \sum_{\substack{1 \leq y \leq n-1 \\ g c d(y, n) \mid v}} g c d(y, n)$. Hence, $\operatorname{Prob}_{(\bar{u}, \bar{v})}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)=\frac{1}{m^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} g c d(x, m)$. $\frac{1}{n^{2}} \sum_{\substack{1 \leq y \leq n-1 \\ g c d(y, n) \mid v}} g c d(y, n)=\frac{1}{m^{2} n^{2}} \sum_{\substack{1 \leq x \leq m-1 \\ g c d(x, m) \mid u}} \sum_{\substack{1 \leq y \leq n-1 \\ g c d(y, n) \mid v}} g c d(x, m) g c d(y, n)$.

This paper is from the MS thesis of Muhammad Naveed Shaheryar, written under Shafiq ur Rehman.

Acknowledgement. The authors wishes to offer thanks to the referee for his very careful reading and especially for pointing out mistakes in the first version. The authors are also thankful to the editor for greatly improving this article.

## References

[1] M. F. Atiyah and I. G. Macdonald, Introduction to Commutative Algebra, Addison-Wesley Publishing Co., 1969.
[2] D. F. Anderson and P. S. Livingston, The zero-divisor graph of a commutative ring, Journal of Algebra, 217(2) (1999), 434-447.
[3] D. F. Anderson, A. Frazier, A. Lauve and P. S. Livingston, The zero-divisor graph of a commutative ring II, In: Ideal theoretic methods in commutative algebra (Columbia (MO); 1999), Lecture Notes in Pure and Applied Mathematics, vol. 220, Dekker, New York, 2001, 61-72.
[4] S. M. Buckley and D. Machale, Commuting probability for subrings and quotient rings, J. Algebra Comb. Discrete Struct. Appl., 4(2) (2017), 189-196.
[5] D. S. Dummit and R. M. Foote, Abstract Algebra, third edition, John Wiley and Sons, Inc., Hoboken, NJ, 2004.
[6] P. Erdös and P. Turan, On some problems of a statistical group theory IV, Acta Math. Acad. Sci. Hungar., 19 (1968), 413-435.
[7] M. A. Esmkhani and S. M. Jafarian Amiri, The probability that the multiplication of two ring elements is zero, J. Algebra Appl., 17(3) (2018), 1850054 (9 $\mathrm{pp})$.
[8] W. H. Gustafson, What is the probability that two group elements commute?, Amer. Math. Monthly, 80 (1973), 1031-1034.
[9] S. M. S. Khasraw, What is the probability that two elements of a finite ring have product zero?, Mal. J. Fund. Appl. Sci., 16(04) (2020), 497-499.
[10] D. MacHale, How commutative can a non-commutative group be?, Math. Gaz., 58 (1974), 199-202.
[11] D. Machale, Commutativity in finite rings, Amer. Math. Monthly, 83(1) (1975), 30-32.
[12] S. P. Redmond, The zero-divisor graph of a non-commutative ring, In: Commutative rings, Nova Sci. Publ., Hauppauge, NY, 2002, 39-47.
[13] S. P. Redmond, An ideal-based zero-divisor graph of a commutative ring, Comm. Algebra, 31(9) (2003), 4425-4443.
[14] S. P. Redmond, Structure in the zero-divisor graph of a noncommutative ring, Houston J. Math, 30(2) (2004), 345-355.
[15] S. P. Redmond, On zero-divisor graphs of small finite commutative rings, Discrete Math., 307 (2007), 1155-1166.
[16] S. U. Rehman, A. Q. Baig and K. Haider, A probabilistic approach toward finite commutative ring, Southeast Asian Bull. Math., 43 (2019), 413-418.
[17] D. J. Rusin, What is the probability that two elements of a finite group commute?, Pacific J. Math., 82 (1979), 237-247.

Shafiq ur Rehman and Muhammad Naveed Shaheryar (Corresponding Author)
Department of Mathematics
COMSATS University Islamabad, Attock Campus
43600, Pakistan
e-mails: shafiq@cuiatk.edu.pk, shafiq_ur_rahman2@yahoo.com (S. U. Rehman) mnaveedshaheryar@gmail.com, sherrymalik106@gmail.com (M. N. Shaheryar)

