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CLASSIFING ANALOGUE MODULATED
COMMUNICATION SIGNALS USING BAYES DECISION CRITERION

Abdulkadir SENGUR

Ozet - Bu ¢ahyma, analog modiilasyonlu haberlesme
isaretlerinin (AM, DSB, SSB (USB), LSB, FM)
siniflandiriimasi i¢in bir algoritma sunmaktadir,
Onerilen siuflandiricr, Bayes Karar kuralm ve
birka¢ anahtar o6zelligi belirlenen amag ¢ercevesinde
kullanmaktadur. Simiflandiricinin performans
degerlendirmesi, farkhh modiilasyon tiirleri igin
bilgisayar ortamunda hazirlanan  benzetimler ile
gerceklestirilmistiv. Benzetimlerden elde edilen
sonuglarda, basarmmn %90 civarmnda oldugu
goriillmiigtiir.

Anahtar Kelimeler - Bayes Karar Kurah, Analog
Modiilasyonlar, Simiflandirma, Ozellik Cikarma.

Abstract - This paper presents an algorithm for
classification of analogue modulated communication
(AM, SSB (USB), LSB, DSB and FM) signals. The
algorithm employs Bayes decision criterion where the
identification of the different meodulation type is
performed by using a set of key feature extraction.
The performance of the classifier has been evaluated
by simulating different types of analogue modulated
signals. It is shown that the success rate is about %90.

Keywords - Bayes decision rule, analog modulation,
classification, feature extraction.

I. INTRODUCTION

The interest in modulation recognition has been growing
since 1980s up to now. It has some reasonable roles in
both civilian and military applications such as signal
confirmation, interference identification, monitoring
spectrum management, surveillance and electronic
warfare [1]. At the moment, the most attractive
applications area is radio and other re-configurable
communication systems. Modulation recognition is an
intermediate  step between signal detection and
demodulation [2].
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In addition to modulation type, some other parameters
should be estimated before successful demodulation.
There are two kinds of philosophies in approaching
modulation classification problems; these are decision-
theoretic approach and pattern recognition or feature
extraction approach. In a decision theoretic approach,
probabilistic arguments are employed to derive a proper
classification rule. Typically this rule is hard to
implement exactly. Modulation recognizers, like general
pattern classification systems, consist of measurement;
feature extraction and decision part. A simpler way to
derive a classifier is to rely upon the pattern recognition
concept of feature, which ingeniously assigns signatures
to specific signal formats. The key advantage of a well-
chosen feature set is of course simplicity. The received
signal to be classified according to its modulation type
contains much uncertainty, which should be encountered
by statistical tools. Therefore the known methods are
based on different statistics obtained from the received
signal. Statistical pattern recognition is based upon a
statistical analyisis of the data to be classified. The data
are assigned to a particular class by compiling a
probabilistic model (estimating probability density
functions) of the data in N dimensional space and
dividing the space into regions corresponding to each
class, according to some criterion. The major
accomplishments in statistical pattern recognition include
Bayesian classifiers, distance classifiers and regressic:
trees.

The following is an overview of some of the recently
published modulation recognition methods. Fabrizi et al
[3] suggested a modulation recognizer for analog
modulations, based on the variations of both
instantaneous amplitude and the instantaneous frequency.
This recognizer is used to discriminate between some
types of analog modulation AM, FM and SSB. Chan and
Godbois [4] proposed a modulation recognizer based on
the envelope characteristics of the received signal. Al-
Jalili [5] proposed a modulation recognizer to
discriminate between the USB and LSB signals. Azzouz
and Nandi [6] proposed a modulation recognizer to
classify the whole analog modulation types. Jovanovic et
al [7] introduced a modulation recognizer to discriminate
between a low modulation depth (AM) and pure carrier
wave (CW) in a noisy environment. Azzouz and Nandi
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[8] proposed an ANN classifier for modulation
recognition.

In this study, Bayes decision criterion is used to solve the
modulation recognition problem based on assumption
that the decision problem is placed in probabilistic terms.
The selected key-features are based on the work which
previosly done by Azzouz and Nandi [1]. Although the
correct classification rate of AM and FM is %100, the
correct classification rate of DSB, USB (SSB) and LSB is
about %85.

II. CLASSIFICATION ALGORITHM

Figure 1 shows the developed modulation classification
algorithm by us. Feature extraction is the first step of the
proposed modulation classification process. Firstly, we
should find some useful parameters for characterizing the
modulation types in order to reach the aim of the study.
The second step is the classification stage. We can use
any classifier at this point. In this study a Bayesian
classifier is preferred, and the last step is the determining
of the modulation type.
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Figure 1. The structure of modulation recognizer
I1.1 Bayes Decision Theory

Bayes decision theory is a fundamental statistical
approach to the problem of pattern recognition.  This
approach is based on the assumption that the decision
problem is posed in probabilistic terms, and all of the
relevant probability values are known [9]. The central
problemi in statistical pattern recognition is the
development of decision functions from sets of finite
patterns of different classes so that the functions will
partition the input space into regions, each of which
contains the sample patterns belonging to each class. The

input space is x € X C R" and the response space is
yeY ={y|.....¥ } , Where x and y are the input pattern

and the class label, respectively. The measurement x and
y may be considered in a probabilistic framework, and
viewed as a single observation of the random variables X
and Y. In general, the most information that can be
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known about the input space is the a posteriori
probabilities.

P(yy | %) fork=1,..K. (1)

This is the probability that pattern x comes from class yy .
In this framework pattern classification is posed as a
statistical decision problem; one evaluate the K a
posteriori probabilities and selects the largest. The a
posteriori probabilities P(yx | X) are not known, but may
be calculated from the a priori probabilities P (yi) and the
conditional density function p(x | yx) using Bayes
theorem,;

Py, )p(x1yy)

P(y, [x)= 2
K p(x)
where
K
p(x)= ZP(y;)p(x| ¥;) (3)
j=1

Note that p (x) is the probability density function of the
input space. When the true class distributions are not
known, the a priori probabilities are often made equal:

P(yk) =1/k fork=1,....K. )]

To summarize, Bayes decision rule is really nothing more
than the implementation of the decision function,

dk(x) =p(x|yy ).P(yk ) k=1....K %)
Where pattern x is assigned to class y; if for that pattern

dij(x) > dj(x) for all j=i. This Bayes decision rule has the

property that the probability of classification error is
minimized making Bayes classifier statistically superior

to any other.
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Figure 2. A classifier based on Bayes decision criterion
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The challenge here lies in estimating the densities
p (x| yx ) from the training data [10].

IL.2 Feature Extraction

Feature extraction is the key to pattern recognition. The
key features used in this study are obtained from the
instantaneous parameters of the received signal[1]. The
first feature is the maximum value of the normalized
centred instantaneous amplitude of the intercepted signal
and it is calculated as follow;

Ymax =max(| fi@)|* / N) (6)

Where; “a” is the normalized centered instantaneous
amplitude of the intercepted signal and N is the number
of the sample in the range. Figure 3 shows the
parameters, which are extracted from the each modulated
signal according to the first key feature.
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Figure 3. Dependence ymu on the SNR

The second key feature o, is defined as follow;

4 2
Cp= %[ S 62 (z‘)j—(%/‘”zasm(ﬂ Q)

A, (Dt (e,

where ¢y, is the value of the nonlineer component of
the instantaneous phase at the time instants t=i/f; ,t, is a
threshold for A,(i) and C is the number of samples in
¢(t). Thus o4, is the standart deviation of the centred
nonlineer component of the direct phase component.
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The third key feature is used for distinguishing SSB
signals as a subset.

poBL=Py

2 8
e ) )
where
fcn
P, = Z] X. M)/ )
i=1
f,
Py = X, G+f, +D (10)

where, X(i) is the fourier transform of the intercepted
signal X(1), (f.+1) is the sample number corresponding
to the carrier frequency, f; and f;, is defined as;

oy fCNS

cn f

s

-1 (@8))
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11.3 Classification of the Patterns

The proposed classification procedure for discriminating
the analog modulated communication signals is based on
a Bayes Decision rule. First of all, we should find the
proper probability distribution function for inputs for all
type of modulations. Arena Statistical software (Arena
Version 3.01, System modeling Corporation) [11,12] was
used for determining the conditional probability density
functions p(x | y,) at the Bayes decision rule. Our inputs,
which were extracted from intercepted signal, are
matched to the exponential distribution. Exponential
distribution is defined as follow;

X

f(x)zée B if x)0 (12)

where P is the mean of the input vector. After this
process, we used Bayes decision criterion defined as
Equation 2. The a priori probability is 1/5 because there
are five different modulation classes. Figure 6 shows the
Arena’s input analyzer software result.

I1.4 Arena Software Input Analyzer Results

Distribution Summary

Distribution Exponential
Expression 11 + EXPO(28.9)
Square Error : 0.079467

Chi Square Test
Number of intervals =35
Degrees of freedom =3
Test Statistic =20.8

Corresponding p-value< 0.005
Kolmogorov-Smirnov Test

Test Statistic = 0.243
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Corresponding p-value< 0.01

Data Summary

Number of Data Points = 49

Min Data Value
Max Data Value
Sample Mean

Sample Std Dev

Histogram Summary
Histogram Range
Number of Intervals

=12

=82.6
=399
=15.5

=11to 83
=7

\
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i
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Figure. 6. Exponential Distribution.

ITI. SIMULATIONS

To test the algorithm of Fig.1, 50 simulated signals of
each of the modulation type have been generated and
processed in the MATLAB (version 5.3) and Toolboxes
(The MathWorks Inc.). Each of these 50 signals was
extracted by using three key-features for realizing the
proposed modulation classification algorithm. Figure 3,
4, 5 shows the parameter distribution for the proposed
modulation type. On the other hand, we used Arena
Statistical software for matching the proper probability
distribution for our parameters that were extracted from
the modulated communication signals.

IIIL.1 Specific Simulated Modulating Signal

For analog modulation schemes, the source signal is a
simulated voice signal using first order autoregressive
AR(1) process of the form;

x(i) = 0.914.x(k — 1) + n(t) (13)
Where n(k) is a white Gaussian noise process. Figure 7

shows an autoregressive speech signal, which was
simulated at Matlab,
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Figure 7. AR(1) speech signal

I11.2 Simulation Results

In the analogue modulations, the modulating signal was
a segment of AR model speech signal with sampling rate
8kHz, then we re-sampled to 100kHz. It was modulated
with the carrier frequency 25 kHz. All of the key features
are used simultancously. Additive white Gaussian noise
was added to the modulated signals before convertion to
the complex envelope representation. Table 1 shows the
classification results of computer simulation.

Table 1. The classification results

Estimated Modulation Type
Actual Modulation | AM# | DSB# | SSB# | FM# | PM#
Type
AM# 50
DSB# 42 8
LSB(SSB)# 7 43
LSB# 42
FM# 50
IV. CONCLUSION

The aim of this paper has been to classify the types of
analogue (AM, DSB, USB, LSB and FM) modulations in
communication signals using Bayes Decision criterion.
Several key-features have been used for this recognizer.
Computer simulations show that the performance of the
classifier is satisfactory. Amplitude modulated (AM) and
Frequency modulated (FM) signals can be classified as
100% success rate. SSB, signals can be classified as %86,
LSB and DSB can be classified as %84 success rate. We
believe that using efficient and extensive statistical key
features will increase the success rate in the future
studies.
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