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ABSTRACT		
Diabetes	mellitus	 has	 been	 on	 the	 rise	 recently.	 Diabetes	 can	 adversely	 affect	 different	
organs	in	the	human	body,	along	with	blood	flow.	Diabetic	retinopia	is	a	type	of	diabetes	
that	causes	vision	loss	as	a	result	of	sugar	destroying	the	vessels	in	the	retina	of	the	eye.	
Diabetic	retinopia	is	one	of	the	most	important	causes	of	blindness.	Optic	disc	segmentation	
can	help	specialists	in	identifying	these	diseases.	However,	there	are	some	obstacles,	such	
as	different	brightness	states	on	the	images.	Vessel	noise	can	reduce	segmentation	success.	
This	is	because	blood	vessels	can	cut	the	edges	of	the	optic	disc.	The	aim	in	this	study	is	to	
remove	blood	vessels	from	the	images	and	then	successfully	segment	the	optic	disc.	Within	
the	 scope	 of	 the	 study,	 a	 new	 approach	 named	 LinkNetRCB7	 based	 on	 LinkNet	 was	
developed.	Successful	results	were	obtained	in	the	trainings	made	with	LinkNetRCB7	data	
sets.	The	blood	vessels	and	optic	disc	 segmentation	accuracy	was	98.50%	 in	 the	STARE	
dataset	and	98.85%	in	the	DRISHTI	GS.	A	decision	support	system	including	these	stages	
has	been	proposed	within	the	scope	of	the	study.	There	is	no	decision	support	system	that	
includes	 deep	 learning	 and	 image	 processing	 algorithms	 for	 diabetic	 retinopia	 in	 the	
current	literature.	

Kan	Damarı	ve	Optik	Disk	Bölütlemesi	için	Karar	
Destek	Sistemi	
ÖZ	
Son	zamanlarda	şeker	hastalığı	hızla	artmaktadır.	Şeker	hastalığı	 insan	vücudunda	farklı	
organları	 kan	 akışıyla	 birlikte	 olumsuz	 etkileyebilmektedr.	 Diyabetik	 retinopi,	 şekerin	
gözün	retina	tabakasındaki	damaları	tahrip	etmesi	sonucu	görme	kaybına	neden	olan	bir	
diyabet	 türüdür.	 Diyabetik	 retinopi,	 körlüğün	 en	 önemli	 sebeplerindendir.	 Optik	 disk	
bölütlemesi	 bu	 hastalıkların	 belirlenmesinde	 uzmanlara	 yardımcı	 olabilmektedir.	 Ancak	
burada	 görüntüler	 üzerindeki	 farklı	 parlaklık	 durumları	 gibi	 bazı	 engeller	 ortaya	
çıkmaktadır.	Damar	gürültüsü	bölütleme	başarısını	düşürebilmektedir.	Bunun	nedeni,	kan	
damarlarının	optik	diskin	kenarlarını	kesebilmesidir.	Bu	çalışmada	amaç,	kan	damarlarını	
görüntülerden	çıkarmak	ve	ardından	optik	diski	başarılı	bir	şekilde	bölütlemektir.	Çalışma	
kapsamında	LinkNet'e	dayalı	LinkNetRCB7	adlı	yeni	bir	yaklaşım	geliştirildi.	LinkNetRCB7	
veri	setleri	ile	yapılan	eğitimlerde	başarılı	sonuçlar	elde	etmiştir.	Kan	damarları	ve	optik	
disk	bölütleme	doğruluğu,	STARE	veri	 setinde	%98.50	ve	DRISHTI	GS'de	%98.85	olarak	
hesaplandı.	Bu	aşamaları	içeren	bir	karar	destek	sistemi	çalışma	kapsamında	önerilmiştir.	
Mevcut	literatürde	diyabetik	retinopi	için	derin	öğrenme	ve	görüntü	işleme	algoritmalarını	
içeren	bir	karar	destek	sistemi	görülmemektedir.		
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1. Introduction		
	

Diabetes	is	increasing	rapidly	throughout	the	world.	There	are	about	650	million	people	affected	by	
diabetes.	Diabetic	retinopathy	is	one	of	the	types	of	diabetes.	Diabetic	retinotopia	is	an	eye	disease	that	
can	lead	to	blindness.	Diabetes	damages	the	blood	vessels	in	the	eye.	This	can	lead	to	blood	leakage.	
This	leads	to	vision	loss,	blurred	vision,	or	swelling	[1].	By	2040,	600	million	people	will	have	diabetes	
and	200	million	will	have	diabetic	retinopathy	[2].	DR	 is	a	 leading	cause	of	blindness	 in	 the	United	
States.	In	2020,	there	will	be	about	12000-24000	new	cases	annually.	Diabetes	is	responsible	for	40%	
of	 the	 total	 healthcare	 expenditure	 in	 the	 US	 [3].	 Diabetic	 retinopathy	 can	 be	 prevented	 by	 early	
diagnosis.	Experts	can	examine	fundus	images	of	the	eyes	to	diagnose	DR.	However,	there	are	many	
challenges,	such	as	professionals'	skills,	contrast	differences,	image	noise,	and	financial	limitations	[4].	
The	discovery	of	DR	often	occurs	after	severe	damage	has	already	occurred.	In	fact,	visual	examination	
is	inferior	in	detecting	vascular	changes	[5].	For	these	reasons,	we	need	practical	methods	to	detect	
diabetic	retinopathy	[6].	
	

Experts	can	diagnose	diabetic	retinopathy	using	images	segmented	into	the	optic	disc	(OD).	Computer-
assisted	methods	such	as	image	processing	and	deep	learning	can	be	used	to	perform	ODS	with	high	
accuracy.	However,	blood	interferes	with	the	correct	segmentation	of	OD.	This	is	because	OD	may	be	
subdivided	by	blood	vessels.	Thus,	the	vessels	cover	the	optic	nerve	area	[7].	Therefore,	removal	of	this	
noise	in	fundus	images	is	critical	for	ODS.	Therefore,	ODS	and	BVS	are	usually	used	in	studies.	The	main	
challenge	for	the	healthcare	industry	is	to	provide	high-	quality	services	at	an	affordable	cost.	Decision	
support	systems	(DSS)	help	the	expert	to	make	the	right	decision.	DSS	shorten	the	diagnosis	time	and	
increase	the	accuracy	[8].	
	

LinkNet	 is	effective	segmentation	model.	And	 it	has	some	more	succesful	 types	such	as	LinkNetB7.	
There	is	no	study	that	includes	a	decision	support	system	with	LinkNet	on	diabetic	retinopaty	in	the	
literature.	This	paper	presents	in	summary:	
	
1.	We	presented	a	new	model	called	LinkNetRCB7.	
2.	We	used	a	way	including	deep	learning	and	image	processing	algorithms.	
3.	A	decision	support	system	was	developed	in	this	study.	Figure	1	illustrates	proposed	approach.	

	

 
Figure	1.	Overview	of	proposed	approach	

	
1.1.	Related	Works	
	
In	 the	 literature,	 some	 studies	 used	 only	 image	 processing	 for	 segmentation.	Maison	 et	 al.	 used	 a	
Gaussian	 filter	 based	method	 for	 BVS.	 They	 used	 only	 image	 processing	 operations	 such	 as	 Clahe,	
morphological	operations,	and	histogram	equalization.	They	achieved	95.72%	accuracy	for	the	dataset	
DRIVE	[9].	Image	processing	can	be	used	for	both	mask	correction	and	image	segmentation.	Shao	et	al.	
used	 kvsd-based	 kmeans	 as	 their	 method.	 Then	 they	 used	 pre-	 and	 post-processing	 for	 mask	
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correction.	In	this	way,	small	disturbances	can	be	removed	from	the	masks.	In	this	study,	an	accuracy	
of	95.83%	was	calculated	for	BVS	[10].	Millan	and	Marruga	present	a	review	of	optic	disk	segmentation.	
They	used	the	active	contour	technique	(image	processing).	They	achieved	an	accuracy	of	85.67%	[7].	
Some	studies	do	not	use	image	processing	for	segmentation	of	blood	vessels.	Wang	presents	BTS-DSN	
that	is	based	FCN.	They	achieved	0.8249%	F1	in	a	rigid	dataset.	They	used	only	the	green	channel	to	
highlight	non-specific	vessels	[11].	
	
Image	processing	 and	deep	 learning	 are	usually	 used	 together	 for	 better	 segmentation.	 Jiang	 et	 al.	
presented	an	MFI	network	based	on	the	UNet.	This	study	shows	that	the	green	channel	has	the	highest	
accuracy.	 They	 used	 gamma	 correction	 and	 Clahe	 for	 preprocessing.	 Using	 the	 dataset	 STARE,	 an	
accuracy	 of	 97.60%	was	 achieved	 in	 BVS	 [12].	 Yang	 et	 al.	 proposed	 LC-KSVD	 for	 BVS.	 They	 used	
preprocessing	 such	as	Clahe	and	bottom	hat	 transformation.	With	Clahe,	 the	blood	vessels	become	
more	visible.	Thus,	algorithms	can	detect	more	easily.	HRF,	drive,	and	stare	datasets	were	used.	With	
the	HRF	dataset,	they	achieved	95.17%	accuracy	[13].	Another	example	of	the	combined	use	of	image	
processing	 and	 Deep	 Learning	 is	 the	 RV-Net	model	 proposed	 by	 Boudegga	 et	 al.	 In	 this	 study,	 an	
accuracy	of	98.19%	was	achieved	using	the	Drive	dataset	[14].	
Correct	removal	of	vascular	noise	from	the	image	with	predicted	vascular	masks	is	important	to	reduce	
losses.	Inpaint	functions	are	used	for	this	purpose.	Zhou	et	al.	emphasize	that	vessels	in	retinal	images	
affect	segmentation	accuracy.	In	this	study,	an	inpainting	algorithm	with	estimated	blood	vessel	masks	
was	used	to	obtain	clean	 images.	Then,	optical	segmentation	was	performed.	 Image	processing	and	
deep	learning	were	used	together.	The	cube	coefficients	(DI)	were	95.5%	for	the	DRISHTI-GS	dataset	
for	 ODS	 [15].	 In	 the	 study	 by	 Almazroa	 et	 al.	 an	 approach	 for	 segmentation	 of	 blood	 vessels	 was	
proposed.	They	used	image	processing	algorithms	such	as	top-hat	filter	and	roi-based	thresholding.	
Inpaint	was	used	to	 fill	voids	corresponding	to	 the	masks.	Segmentation	of	 the	optic	disk	was	 then	
performed.	Using	the	Magrabi	dataset,	a	cube	accuracy	of	90.1%	was	achieved	[16].	
	
In	Deep	Learning	algorithms,	overfitting	is	a	problem	that	reduces	the	accuracy	of	training.	Overfitting	
can	be	avoided	by	dividing	the	images	into	patches.	In	the	study	by	Ma	et	al.	this	method	was	used.	They	
proposed	a	WA	mesh	with	residual	blocks	for	BVS.	They	achieved	an	accuracy	of	95.66%	and	an	F1	
score	of	82.22%	for	the	drive	dataset	[17].	Another	study	using	patches	was	proposed	by	Browatzki	et	
al.	called	Vlight.	This	model	is	based	on	Unet	and	Resnet.	They	achieved	96.71%	on	Chase	[18].	
	
The	literature	states	that	UNet	is	often	preferred	for	BVS	and	ODS	due	to	its	high	accuracy.	Sanchez	
Brea	et	al.	used	UNET.	They	used	the	drive,	stare,	chase,	RC-SLO,	and	IOSTAR	datasets.	They	achieved	
96%	accuracy	for	IOSTAR	and	97%	for	RC-SLO.	Different	numbers	were	used:	1,	10,	20	[19].	Lin	et	al.	
presented	a	study-based	UNET.	They	achieved	an	accuracy	of	96.08%	for	the	hut.	They	mention	a	OD	
and	fovea	segmentation	[20].	
	
There	are	many	studies	based	on	UNet	 that	 improve	 the	accuracy	of	education.	Granley	et	al.	have	
presented	the	HBA-UNet	model.	This	model	includes	four	resnet	layers.	A	cube	coefficient	of	94.7%	
was	obtained	 in	 the	ADAM	dataset	and	94.7%	 in	 the	REFUGE	dataset.	They	calculated	 the	effect	of	
ResNet	by	2%	using	UNet	[6].	Laibacher	et	al.	proposed	a	study.	They	developed	M2U-Net:	naming-
based	Unet.	They	used	it	to	drive	and	chase	datasets.	In	this	study,	they	used	Deep	Learning	to	segment	
blood	vessels.	They	achieved	80.91%	dice	accuracy	on	DRIVE	and	80.06%	on	CHASE	[21].	Lei	et	al.	
present	Light	Unet.	In	this	work,	a	cube	coefficient	of	99.740	was	obtained	on	the	hut.	ResNet-101	was	
used	as	 the	baseline	network.	 In	 this	 study,	 the	pooling	 layers	were	reduced	 to	prevent	 the	 loss	of	
important	information	[22].	Liu	et	al.	proposed	DDSC.	DDSC	is	a	model	based	on	UNet.	Cross	entropy	
was	used	as	the	loss	function.	They	achieved	97.80%	on	the	DRISHTI-GS	and	96.01%	on	the	Refuge	
dataset	[23].	
	
The	 use	 of	 encoders	 improves	 the	 accuracy	 of	 image	 segmentation.	 This	method	 is	 called	 transfer	
learning.	 Efficient	 types	 are	 effective	 models	 as	 encoders.	 Kamble	 et	 al.	 used	 Unet++	 with	
efficientNetB4.	 In	 this	 study,	 the	 datasets	 REFUGE,	 DRISTHI-GS.	 and	 IDRiD	were	 used.	 No	 dataset	
contains	fovea	and	optic	disk	masks	together.	For	this	reason,	 the	optic	disk	and	fovea	masks	were	
merged.	They	achieved	95.73%	accuracy	in	segmenting	the	optic	disk	with	the	Refuge	dataset	[24].	Lin	
et	al.	chose	Resnet	as	the	encoder.	The	main	model	was	UNet	for	optic	disk	segmentation.	They	used	
image	normalization	and	Clahe	histogram	equalization	 in	 the	preprocessing	step.	These	algorithms	
increase	the	contrast.	This	makes	it	easier	to	see	the	blood	vessels	in	the	image.	They	achieved	89.1%	
accuracy	for	the	optic	disk	[25].	We	can	improve	the	contrast	difference	and	segmentation	accuracy	by	
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data	normalization,	gamma	correction,	and	median	filter.	Jia	et	al.	presented	a	model	based	on	a	dense	
U-mesh.	They	achieved	96.98%	accuracy	on	a	data	set	of	DRIVE.	They	used	images	in	the	green	channel.	
Then	they	used	data	normalization,	gamma	correction	and	median	filter	[26].	
	
DSS	can	help	clinicians	by	trying	to	guess	the	best	probability	among	options.	Recently,	deep	learning	
algorithms	have	been	used	for	cancer	detection	in	the	model	component	of	DSS	[27].	Sivanesh	et	al.	
proposed	 a	 study	 titled	 DSS	 with	 data	 mining.	 They	 used	 the	 algorithm	 CART	 to	 classify	 various	
diseases	such	as	heart	and	diabetes	with	datasets	containing	numerical	values	such	as	age,	pain	type,	
and	serum	cholesterol	in	mg/	[8].	In	another	study	observers	and	observers	in	mammography	reviews	
many	studies,	inter-variability	is	a	critical	problem	and	reduces	this	variability.	They	used	Bayes	for	
classification	in	DSS	[28].	
	
2.	Materials	and	Methods	
	
Study	 has	 two	 stages,	 blood	 vessel	 removal,	 and	 optic	 disc	 segmentation.	 In	 the	 blood	 vessel	
segmentation	stage,	we	trained	model	with	datasets.	With	the	model	trained	at	this	stage,	the	data	set	
used	in	the	segmentation	stage	is	cleaned	of	noise.	
	
2.1.	Datasets	
	
The	study	consists	of	two	phases:	Segmentation	of	blood	vessels	and	optic	disc.	We	used	CHASE	(28	
samples),	DRIVE	(20	samples),	HRF	(45	samples),	and	STARE	(20	samples)	datasets	in	the	blood	vessel	
removal	phase.	We	merged	these	datasets	into	one	dataset	called	Blood	Vessel	Dataset	(BVD).	The	BVD	
contains	113	images	and	masks.	For	optic	disc	segmentation,	we	used	ARIA	(120	samples),	DRISTHI-
GS1	 (101	 samples),	MESSIDOR	 (1200	 samples),	 STARE	 (80	 samples)	 and	 IDRiD	 (20	 samples).	We	
merged	 these	 datasets	 into	 a	 new	 dataset	 called	 Optic	 Disc	 Segmentation	 Dataset.	 The	 Optic	 Disc	
Segmentation	 Dataset	 (ODSD)	 contains	 1420	 images	 and	 masks.	 Table	 1	 demonstrates	 dataset	
distribution.	
	

Table	1.	Description	of	Datasets	
Dataset	 Training	(70%)	 Validation	(20%)	 Test	(10%)	
BVD	 80	 22	 11	
ODSD	 1000	 280	 140	
	
2.2.	Image	preprocess	
	
We	used	data	augmentation	to	prevent	overfitting.	This	is	another	way	to	increase	accuracy.	Horizontal,	
vertical	flips	and	shifts	were	applied.	According	to	the	literature,	the	studies	generally	use	a	maximum	
input	size	of	512x512,	but	the	images	in	the	datasets	are	larger.	So	there	is	pixel	loss.	For	this	reason,	
datasets	were	divided	into	16	slices.	And	we	used	an	input	size	of	256x256.	So	we	have	achieved	an	
input	size	of	1024x1024.	
	
2.2.1.	Used	filters	and	parameters	
	
•Loss	function:	MSE	(Mean	Squared	Error)	+	Dice	Loss	were	used	together.	MSE	measures	the	
average	of	the	squares	of	the	errors	[29].	Dice	Loss	decreases	excessive	segmentation	errors,	and	the	
MSE	reduces	general	image	elaborations	[30].	
	
			LossFunction	=	MSEloss	+	DICEloss	 	 	 	 	 	 (1)	
	
•Optimizer:	We	used	The	ADAMW	optimizer	ADAMW	has	better	and	faster	results	than	ADAM	[31].	
We	used	weightDecay=0.05.	With	WeightDecay	optimization	algorithm	decays	the	weight	at	each	
step	of	training.	
2.2.2.	Color	channels	
	
We	used	the	median	filter.	 It	makes	the	images	smoother.	Then	we	divided	all	the	images	into	RGB	
channels.	As	shown	in	Figure	2,	the	blood	vessels	are	most	visible	in	the	green	channel.	
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Figure	2.	Images	with	Different	Color	Channels	

	
2.2.3.	Contrast	enhancement	
	 	 	 	 	 	 (4)	
We	convert	images	with	the	green	channel	to	grayscale.	The	contrast	is	sharper	in	the	green	channel,	
after	which	normalization	and	Clahe	 (adaptive	histogram	equalization)	were	performed.	Clahe	was	
used	 in	 preprocessing	 to	 improve	 the	 contrast.	 	 	 Then	 Gaussian	 blur	was	 used.	 	 	 It	 facilitates	 the	
detection	of	edges.	 	 	With	gamma	correction,	 the	 image	quality	was	 increased	(set	 to	1.2).	Figure	3	
shows	the	process.	
	

	
Figure	3.	Contrast	Enhancement	Process	

	
2.3.	LinkNet	
	
LinkNet	uses	batch	normalization	between	convolutional	layers	followed	by	ReLU	nonlinearity.	This	
model	 uses	 an	 encoder-decoder	 structure.	 	 /2	means	 a	 stride	 of	 2.	 LinkNet	 has	 eight	 blocks,	 four	
encoders,	 and	 four	 decoders	 [32].	 The	 architecture	 of	 LinkNet	 is	 shown	 in	 Figure	 7.	 The	 original	
LinkNet	uses	ResNet18	as	the	encoder.	Compared	to	SegNet,	ENet,	Dilation10,	VGG16,	and	ResNet101,	
LinkNet	has	the	highest	IoU.	LinkNet	is	used	for	image	segmentation	[33].	LinkNet	has	high	accuracy	
and	a	short	epoch	time.	LinkNet	has	11.5M	parameters.		There	are	studies	according	to	which	LinkNet	
has	 higher	 accuracy	 than	 UNet.	 According	 to	 Natarajan	 et	 al.,	 LinkNet	 results	 better	 than	 UNet	 in	
segmentation	[34].	
	
2.4.	EfficientnetB7	and	ResNetC	
	
The	mobile	inverted	bottleneck	is	the	main	part	of	EffcientNet	models	[35].			Types	of	EfficientNet	types	
have	different	numbers	of	this.	EfficientNetB7	is	the	most	successful	model	in	EfficientNet	types	[36].		
EfficientNetB7	can	be	seen	in	Figure	4.	EfficientNet	is	generally	used	as	an	encoder	in	different	types	of	
segmentation.	Chetoui	et	al.	used	EfficientNet	in	DR.	They	achieved	successful	results	[37].	ResNetC	
includes	4	ResNet	blocks.		ResNetC	network	can	be	seen	in	Figure	5.	ResNetC	has	almost	2	%	higher	
dice	accuracy	than	the	basic	ResNet	architecture	in	the	PH2	dataset	[38].	
	

	
Figure	4.	EfficientNetB7	Architecture	
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Figure	5.	ResNet	and	ResNetC	Architecture	

	
2.5.	Proposed	model:	LinkNet-RCB7	
	
This	 model	 is	 based	 on	 LinkNetB7	 [39].	We	 choose	 ADAMW.	 If	 there	 are	 potentially	 two	 classes,	
sigmoid	is	a	suiTable	output	function	[40].	Table	2	shows	hyperparameters.	

	
Table	2.	Hyperparameters	applied	in	models	

Parameter	 Blood	Vessel	Removal	 Optic	Disc	Segmentation	
Batch	Size	 16	 16	
Input	Size	 256	 256	
weightDecay	 0.025	 0.025	
Learning	Rate	 0.001	 0.001	
Number	of	Epochs	 500	 500	
Optimizer	 ADAMW	 ADAMW	
Loss	Function	 MSE	+	Dice	Loss	 MSE	+	Dice	Loss	

	
EfficientNetB7	 was	 chosen	 as	 the	 encoder.	 This	 is	 the	 best	 type	 among	 others	 (B0-
B7)	[41].	In	this	paper,	a	new	model	was	presented	named	LinkNetRCB7.	ResNetC	blocks	were	used	in	
the	last	layer	and	middle	block.	Thanks	to	this,	more	features	can	be	obtained.	Middle	block	contains	3	
ResNetC	blocks.	With	this	block,	accuracy	increased	by	about	1%.	In	figure	6,		proposed	model	can	be	
seen.	We	used	seven	blocks	that	belong	to	EfficientnetB7.		
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Figure	6.	Proposed	Model	Architecture	

	
2.6.	Blood	vessels	removal	
	
LinkNetRCB7	model	 was	 run	 with	 the	 blood	 vessel	 datasets.	 In	 the	 second	 stage,	 we	 used	 image	
processing.	This	allowed	us	 to	eliminate	blood	vessels	by	almost	99%.	Figure	7	shows	the	process.	
Steps	for	the	removal	of	blood	vessels:	

• The	model	was	run	for	500	epochs.	
• We	used	morphological	operations	(opening,	closing).	
• Then	we	used	the	connectedComponentsWithStats	function	to	remove	small	and	unconnected	

objects.	
• The	test	dataset	was	cleaned	from	noise	using	the	model.	
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Figure	7.	Blood	Vessel	Segmentation	Stage	Results	

	
2.7.	Optic	disc	segmentation	
	
The	dataset	was	cleared	of	noise	in	this	step	using	a	model	trained	in	the	blood	vessel	removal	phase.	

• The	model	was	run	for	500	epochs	with	the	cleaned	dataset.	
• We	 used	morphological	 operations	 (OPENING,	 CLOSING)	 to	 remove	 residual	 noise	 on	 the	

masks.	
• Post-processing:	the	connectedComponentsWithStats	function	was	used	to	remove	small	and	

unconnected	objects.	
• The	test	dataset	was	segmented	with	the	trained	model.	

	

	
Figure	8.	Optic	Disc	Segmentation	Stage	Results	

	
3.	Decision	Support	System	
	
DSS	helps	decision-makers	organize	information	and	model	outcomes.	It	is	a	computerized	system	that	
supports.	 A	 DSS	 consists	 of	 3	 components:	 GUI,	 data	 management,	 and	 model	 [42].	 Disease	 to	
physician's	 decision	 support	 these	 systems	 based	 on	 classification	 algorithms	 that	 help	 diagnose	
systems.	 Clinical	 decision-making,	 such	 as	 diagnosis	 support	 systems	 based	 on	 patient	 data,	 are	
interactive	software	systems	that	help	physicians	[43].	In	a	study,	DSS	was	designed	to	assist	decision-
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makers	[44].	In	this	research,	the	goal	is	to	assist	experts	in	making	decisions.	We	have	developed	a	
DSS	for	blood	vessel	removal	and	optic	disk	segmentation	in	fundus	images.	This	DSS	can	help	experts	
in	decision-making.	It	can	also	reduce	diagnostic	time	and	cost.	The	goal	is	to	only	help	in	diagnosis	and	
not	to	make	decisions	instead	of	experts.	In	proposed	DSS,	seven	different	datasets	were	used.	These	
datasets	form	the	database	part.	They	contain	different	sizes	and	numbers	of	images.	LinkNetRCB7	is	
a	model	that	was	developed	in	this	work.	
	
We	used	Tkinter	to	develop	a	user	interface	for	proposed	model.	It	has	a	simple	design	to	make	it	easy	
to	use.	There	are	three	buttons.	The	”Load”	button	allows	users	to	select	images	in	.jpeg,	jpg,	gif,	and	
png	formats.	Then	pressing	the	”Remove	Noise”	button	will	remove	the	noise	in	the	fundus	images.	
Then	the	user	can	select	a	cleaned	image	or	an	image	with	noise.	Finally,	pressing	the	Segmentation	
button	segments	the	selected	image.	We	give	users	the	choice	of	selecting	noisy	or	clean	images.	If	the	
experts	think	the	removal	phase	is	bad,	they	can	choose	another	option.	In	summary,	a	user	can	do	the	
following	
	
1.	Select	the	noisy	or	clean	image	with	the	LOAD	button.	
2.	Remove	blood	vessels	from	the	images.	
3.	Segmentation	of	the	optic	nerve	head.	
4.	User	can	find	three	images	as	the	report	 in	the	program	folder.	These	are	the	original	 image,	the	
cleaned	image,	and	the	segmented	image.	
In	Figure	9,	the	general	structure	of	proposed	DSS	can	be	seen.	Figure	10	shows	that	the	removal	of	
noise	and	the	segmentation	process.		

	

	
Figure	9.	Structure	of	Proposed	DSS	

	
	

	
Figure	10.	Gui	of	Proposed	DSS	
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4.	Results	
	
4.1.	Results	of	blood	vessel	segmentation	
	
Different	models	were	used	in	training	stage.	Table	3	demonstrates	blood	vessel	segmentation	results.	
Table	4	compares	studies	(DI=	Dice	coefficient,	ACC:	Accuracy,	S.E.:	Sensitivity,	S.P.:	Specificity).	These	
studies	uses	different	datasets.	Because	of	this,	the	proposed	model	has	run	with	the	different	dataset	
to	correct	comparisons.	
	

	
Figure	11.	Graphics	of	Training.	

	
Table	3.	Blood	Vessel	Segmentation	

Model	 ACC	 mIoU	 DI	 SE	 S.P.	 F1	 Dataset	
UNet	 93.80	 80.50	 79.70	 80.55	 96.30	 81.00	 Stare	
UNet++	 96.20	 82.30	 80.70	 82.15	 97.20	 82.70	 Stare	
C-Net	 96.70	 83.10	 82.80	 83.20	 98.10	 83.70	 Stare	
LinkNetB7	 97.20	 84.60	 83.10	 86.30	 98.30	 84.10	 Stare	
Proposed	Model	 97.95	 84.20	 85.40	 87.20	 98.30	 86.25	 Drive	
Proposed	Model	 97.60	 83.65	 84.50	 86.30	 97.40	 86.20	 Chase	
Proposed	Model	 98.50	 85.85	 85.75	 88.10	 99.40	 86.50	 Stare	
Proposed	Model	 97.50	 83.30	 84.10	 86.80	 97.80	 84.30	 HRF	
Proposed	Model	 96.30	 82.20	 85.00	 85.30	 96.70	 83.50	 BVD	

	
Table	4.	Comparison	of	Models	in	Blood	Vessel	Segmentation	

	 DRIVE	 CHASE	 STARE	 HRF	
Refe-
rence	

Acc	 F1	 DI	 Acc	 F1	 DI	 Acc	 F1	 DI	 Acc	 F1	 DI	

[12]	 97.05	 83.18	 –	 97.62	 81.50	 –	 97.66	 84.83	 –	 –	 –	 –	
[17]	 95.66	 82,22	 –	 –	 –	 –	 96.45	 82.23	 –	 –	 –	 –	
[21]	 96.30	 –	 80.91	 97.03	 –	 80.06	 –	 –	 –	 –	 –	 –	
[13]	 94.21	 76.73	 –	 –	 –	 –	 94.77	 72.60	 –	 95.17	 74.49	 –	
[9]	 95.72	 –	 –	 –	 –	 –	 –	 –	 –	 –	 –	 –	
[14]	 98.19	 –	 –	 –	 –	 –	 98.16	 –	 –	 –	 –	 –	
[19]	 92.00	 –	 71.00	 95.00	 –	 74.00	 95.00	 –	 69.00	 93.00	 –	 60.00	
[18]	 95.65	 82.99	 –	 96.71	 81.94	 –	 –	 –	 –	 –	 –	 –	
[10]	 95.83	 75.45	 –	 –	 –	 –	 95.31	 69.04	 –	 95.49	 70.93	 –	
[26]	 96.98	 –	 –	 –	 –	 –	 –	 –	 –	 –	 –	 –	
[11]	 95.61	 82.49	 –	 96.27	 79.83	 –	 96.74	 84.21	 –	 –	 –	 –	
Proposed	97.95	 86.25	 85.40	 97.60	 86.20	 84.50	 98.50	 86.50	 85.75	 97.50	 84.30	 84.10	

 
For	 blood	 vessel	 segmentation,	we	 used	 different	 datasets	 in	 cross-training.	 Table	 5	 demonstrates	
obtained	results.	And	figure	12	indicates	predicted	masks	with	other	models.	
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Table	5.	Cross-training	test	results	in	blood	vessel	segmentation	
	 TRAIN	DATASETS	
	 DRIVE	 CHASE	 STARE	 HRF	
Test	Dataset	 Acc	 DI	 Acc	 DI	 Acc	 DI	 Acc	 DI	
DRIVE	 –	 –	 94.15	 81.70	 96.90	 84.15	 96.30	 83.75	
CHASE	 96.10	 83.40	 –	 –	 96.00	 84.00	 95.75	 82.80	
STARE	 97.00	 84.20	 95.50	 83.10	 –	 –	 96.40	 83.95	
HRF	 96.00	 83.20	 93.80	 81.65	 95.80	 83.85	 –	 –	

	

	
Figure	12.	Mask	Predictions	of	Blood	Vessel	Segmentation	with	Different	Models	

	
4.2.	Results	of	optic	disc	segmentation	
	
We	used	five	models	in	the	training	stages.	Table	6	shows	the	results	of	these	models	with	different	
datasets.	 Table	 7	 demonstrates	 the	 comparison	 of	 studies.	 Table	 8	 shows	 the	 results	 of	 the	 cross-
training	tests.	

	
Table	6.	Optic	Disc	Segmentation	

Model	 ACC	 mIoU	 DI	 SE	 S.P.	 F1	 Dataset	
UNet	 93.85	 90.20	 92.80	 92.70	 95.10	 93.20	 DRISHTI-GS	
UNet++	 96.15	 92.10	 94.60	 94.40	 96.50	 95.05	 DRISHTI-GS	
C-Net	 96.25	 92.20	 95.30	 94.90	 97.10	 95.50	 DRISHTI-GS	
LinkNetB7	 98.10	 93.80	 96.60	 96.40	 98.50	 97.40	 DRISHTI-GS	
Proposed	 98.65	 93.40	 98.00	 97.10	 98.75	 98.00	 ARIA	
Proposed	 95.95	 91.20	 94.40	 95.60	 95.90	 96.00	 MESSIDOR	
Proposed	 98.25	 93.05	 98.10	 97.30	 98.80	 97.75	 REFUGE	
Proposed	 98.85	 93.50	 98.30	 97.50	 99.10	 98.00	 DRISHTI-GS	
Proposed	 97.50	 92.30	 97.25	 96.10	 97.80	 97.35	 ODSD	
	

Table	7.	Comparison	of	Optic	Disc	Segmentation	
	 DRISHTI-GS	 REFUGE	 MESSIDOR	
Reference	 ACC	 DI	 mIoU	 ACC	 DI	 mIoU	 ACC	 DI	 mIoU	
[23]	 –	 97.80	 –	 –	 96.01	 –	 –	 -	-	 –	
[24]	 –	 –	 –	 –	 94.70	 –	 –	 –	 –	
[6]	 –	 97.84	 –	 –	 95.73	 –	 –	 –	 –	
[15]	 –	 95.50	 –	 –	 –	 –	 –	 –	 –	
[16]	 –	 –	 –	 –	 –	 –	 86.60	 –	 –	
[22]	 –	 99.74	 93.26	 –	 98.22	 88.53	 –	 –	 –	
[20]	 –	 –	 –	 –	 96.08	 –	 –	 –	 –	
Proposed	 98.85	 98.30	 93.50	 98.25	 97.75	 93.05	 95.95	 96.00	 91.20	
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Table	8.	Cross-training	test	results	in	optic	disk	segmentation	
	 TRAIN	DATASETS	
	 DRISHTI-GS	 REFUGE	 MESSIDOR	 ARIA	
Test	Dataset	 Acc	 DI	 Acc	 DI	 Acc	 DI	 Acc	 DI	
DRISHTI-GS	 –	 –	 98.10	 97.25	 95.60	 94.20	 98.40	 98.00	
REFUGE	 98.70	 97.80	 –	 –	 94.80	 94.00	 98.30	 97.80	
MESSIDOR	 96.00	 95.00	 96.50	 96.40	 93.70	 93.20	 96.90	 96.30	
ARIA	 98.50	 97.85	 97.10	 96.90	 94.20	 93.80	 –	 –	
 
Figure	13	demonstrates	predicted	masks	with	different	models.	

 

Figure	13.	Mask	Predictions	of	Optic	Disc	Segmentation	with	Different	Models.	
	

4.3.	Ablation	studies	
	
We	chose	LinkNet	as	the	base	model.	Then	we	add	the	EfficientNetB7	and	ResNetC	models	to	the	base	
model	and	look	at	their	effects	on	the	base	model.	We	used	Accuracy,	F1,	MeanIoU,	and	Dice	Accuracy	
and	presented	the	test	results	in	Tables	9	and	10.	

Table	9.	Ablation	Study	in	Blood	Vessel	Removal	Stage	with	BVD	Dataset	
Parameter	 ACC	 meanIoU	 DI	 F1	
Baseline	model	 90.25	 77.00	 79.22	 77.80	
Baseline	model	+	ResNet	 91.05	 78.35	 80.20	 78.75	
Baseline	model	+	ResNetC	 92.20	 79.15	 81.10	 79.45	
Baseline	model	+	EfficienNetB7	 95.40	 82.25	 84.10	 82.30	
Baseline	model	+	EfficienNetB7	+	ResNet	 95.60	 81.75	 84.60	 83.00	
Baseline	model	+	EfficienNetB7	+	ResNetC	 96.30	 82.20	 85.00	 83.50	

	
Table	10.	Ablation	Study	in	Lesion	Segmentation	Stage	with	ODSD	dataset	

Parameter	 ACC	 meanIoU	 DI	 F1	
Baseline	model	 94.00	 89.30	 93.90	 93.00	
Baseline	model	+	ResNet	 94.30	 89.70	 94.10	 93.30	
Baseline	model	+	ResNetC	 94.50	 90.00	 94.40	 93.60	
Baseline	model	+	EfficienNetB7	 96.50	 91.20	 96.00	 95.70	
Baseline	model	+	EfficienNetB7	+	ResNet	 97.00	 91.90	 96.70	 96.20	
Baseline	model	+	EfficienNetB7	+	ResNetC	 97.50	 92.30	 97.25	 97.35	
 
5.	Conclusion	
	
In	this	study	LinkNetRCB7	was	developed	for	image	segmentation.	This	model	has	obtained	successful	
results.	In	blood	vessel	segmentation,	the	proposed	model	is	the	most	successful	model	except	for	two	
studies	 on	 only	 accuracy	 parameter.	 It	 is	 seen	 in	 the	 literature	 that	 vessel	 noise	 becomes	 more	
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prominent	in	the	green	color	channel.	Therefore,	the	green	color	channel	was	preferred	in	the	study	
and	increased	success	was	achieved.		
	
In	ODS,	the	proposed	model	has	also	good	results.	As	a	result,	this	study	proposed	a	DSS	with	a	new	
model	called	LinkNet-RC7.	High	accuracy	values	were	obtained	in	BVS	and	ODS	stages.	There	is	no	such	
study	in	the	literature	that	includes	DSS	with	ODS	and	BVS.	These	and	similar	studies	may	be	promising	
for	the	early	diagnosis	of	diabetic	retinopia.	
	
In	 future	 studies,	pixel	 loss	 can	be	 further	 reduced	by	 increasing	 the	number	of	 slices.	 In	addition,	
comparisons	can	be	made	by	experimenting	with	different	color	spaces	such	as	HSV	for	the	images	to	
be	trained.	
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