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Empirical Voronoi wavelets
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ABSTRACT. Recently, the construction of 2D empirical wavelets based on partitioning the Fourier domain with the
watershed transform has been proposed. If such approach can build partitions of completely arbitrary shapes, for
some applications, it is desirable to keep a certain level of regularity in the geometry of the obtained partitions. In
this paper, we propose to build such partition using Voronoi diagrams. This solution allows us to keep a high level of
adaptability while guaranteeing a minimum level of geometric regularity in the detected partition.
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1. INTRODUCTION

Empirical wavelets have been proposed in [8] in the 1D case, and then extended to 2D in [7]
as an alternative to the empirical mode decomposition [9]. Its purpose is to build data-driven
wavelets, i.e. a family of wavelets which is designed based on the content of the original sig-
nal/image to analyze. The corresponding wavelet filter bank aims at extracting the harmonic
modes (i.e. amplitude modulated - frequency modulated components) plus some residue. This
is achieved by considering that the expected modes should have a compact support (or at least
are rapidly decreasing outside a compact support) in the Fourier domain. Therefore, the adapt-
ability is obtained by detecting the supports of each mode instead of following some prescribed
rule like classic wavelets. A wavelet filter is built for each support providing us the sought
wavelet filter bank. A theoretical analysis of such construction in the 1D case is available in
[2], considering arbitrary partitioning of the Fourier domain. If in 1D, partitions are made of
intervals, partitions in 2D can have more variability in terms of their geometry. For instance,
in [7], several types of geometries have been considered like rectangular boxes (analogous to
a tensor approach), concentric rings centered at the origin (to represent Littlewood-Paley type
operators), and polar wedges (to mimic the behavior of curvelets). A higher degree of flexibility
have been achieved in [1], where partitions of arbitrary shapes are detected thanks to a water-
shed transform. Such level of adaptability is desirable for many applications, however it can
lead to non-smooth geometries, affecting the degree of regularity of the wavelets themselves,
which is frequently a desirable property for particular analyses. In this paper, we propose an
alternative type of partitions based on Voronoi diagrams. This solution provides a trade-off
between a high level of adaptability while keeping some simple geometric constraint on the
partition to keep good properties of the obtained wavelets.
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The remaining of the paper is organized as follows. Section 2 gives a brief reminder about
empirical wavelets, in particular the 2D case. Section 3 describes the Voronoi based empirical
wavelets. Some experiments will be presented in Section 4 while conclusions will be given in
Section 5.

2. EMPIRICAL WAVELETS

Empirical wavelets have proven to be very efficient in different problems from science and
engineering, see for instance [3, 4, 5, 10, 11] to cite only a few. Their construction is originally
inspired by the Empirical Mode Decomposition [9]. It aims at writing a signal f as the sum of
harmonic modes f;, (i.e. amplitude modulated-frequency modulated components) and some
residue 7:

N
f(@)=r(@)+ ) ful@).
k=1

The key assumption is that the Fourier transform, fi, of each mode has a compact support, or
is at least rapidly decaying outside of a compact support. Each wavelet filter, ¢, is then built
on top of each support. The expected modes are obtained by filtering the signal f by vy, i.e.
Fre(€) = f()Ur(€), where € is the frequency, and then the inverse Fourier transform is applied
to get f. Note that we will denote v the scaling function that extracts the residue r (i.e. fo =
r). Empirical wavelets follow the same principle as classic wavelet except that the supports
of each wavelet filter in the Fourier domain are not given by a given rule (like the dyadic
decomposition) but are detected from the spectrum of f itself. In practice, given a function
f, we compute its magnitude spectrum, |f|, then partition the Fourier domain to obtain the
supports of the expected harmonic modes. Equipped with this partition, we build the wavelet
filters and finally decompose f. This process describes the empirical wavelet transform. Note
that this transform is not linear since the support detection step is, in general, not linear.

If in 1D, partitions of the Fourier domain are collections of intervals, in 2D, the partition cells
can have very different geometries. For instance, in [7], the authors have re-visited some exist-
ing constructions of classic wavelets, and have shown that building empirical versions of them
is equivalent to partition the 2D Fourier domain with 1) rectangular boxes those edges are par-
allel to the frequency axis, 2) concentric rings centered around the origin, 3) polar wedges. Each
of these types of partitions correspond respectively to tensor wavelets (Figure 1.a), Littlewood-
Paley wavelets (Figure 1.b), and curvelets (Figure 1.c). These partitions have strong geomet-
ric constraints since they are based on boxes, rings and angular sectors. A higher level of
adaptability has been reached in [1], where the authors proposed to use a watershed trans-
form [13, 14, 15] to find the lowest level lines in the Fourier domain that separate the expected
supports, see Figure 1.d. Such approach removes all geometric constraints on the shape of
the partition cells. However, if such flexibility is desirable for some applications, it also has
some drawbacks. More specifically, the curves corresponding to the cell edges may lack some
smoothness which will directly impact the level of regularity of the built wavelets, which can
be an issue in particular circumstances. To mitigate such issue, we propose in the next section
to use Voronoi partitions. This solution allows us to keep a comparable level of flexibility, since
we use the same seeds than in the watershed case to find the Voronoi cells; and the partition
geometry is smoother since the cells edges are made of linear segments.

3. EMPIRICAL VORONOID WAVELETS

In this section, we give the details on the construction of Empirical Voronoi Wavelets (EVW).
In a nutshell, the different steps are: 1) detect the position of meaningful harmonic modes
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FIGURE 1. Existing 2D partitions of the Fourier domain. These different types
of partitions correspond to a) tensor wavelets, b) Littlewood-Paley wavelets,
c) curvelet type, d) watershed wavelets.

within the magnitude spectrum, 2) create the Voronoi partition, 3) build the wavelet filters ac-
cordingly to each Voronoi cell. Finally, the transform is obtained by performing each individual
filtering. Hereafter, we provide details about these different steps.

3.1. Detection of harmonic mode positions. To detect the position of the meaningful har-
monic modes within the magnitude spectrum, | f1, we use the same method as in [1]. It consists
in building a scale-space representation [6] of |f]: S(¢,0) = (| f| * go)(€), where g, is a Gaussian
kernel with variance o. For each value of o (we take the convention that gg = §, the Dirac func-
tion), we detect the set of local maxima, denoted {£7 }nNgl, in S, where N, is the number of such
local maxima for ¢. By increasing o, the spectrum becomes smoother removing the small vari-
ations within it, hence N, is decreasing (this property comes from one axiom of the scale-space
theory that states that no extrema can appear while o increases). We can then obtain a binary
scale-space representation that is zero everywhere except where local maxima were detected,
see Figure 2.a. The main idea is to notice that the maxima that do correspond to the expected
meaningful modes are the ones corresponding to the “longest” curves in that representation.
Therefore, if we denote I, = argmax,{£J exist} the length of the curve associated to &, we
can compute the histogram of {/,,}2° . This histogram will be bimodal: one mode will mostly
count for the shortest curves while the second one for the longest ones. Then, we use Otsu’s
algorithm [12] to automatically find a threshold, T', that separates these two modes. The indices
of the sought longest curves are then given by A = {n|{,, > T'}, the position of the meaningful
modes {2}, extracted from Figure 2.a are depicted in Figure 2.b.

3.2. Voronoi partitioning. The next step consists in using the set {£0},,c4, found previously,
as the seeds of a Voronoi partitioning algorithm [16]. Each position in the domain is tagged
with the label of the closest maxima position (we used the Euclidean distance). Note that, in
the numerical implementation, if a given position is at equal distance from two maxima, some
rule must be implemented to preserve the central symmetry that is expected when real images
are processed. The Voronoi partition corresponding to the set of meaningful maxima depicted
in Figure 2.b is given in Figure 2.c. To enforce a real transform, we pair together the Voronoi
cells that are symmetric with respect to the origin.

3.3. Empirical Voronoi Wavelet transform. The construction of the wavelet filters follow the
same procedure as in [1]. Given a Voronoi cell §2, if we denote 012 its edge, we define a distance
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FIGURE 2. a) existence of local maxima in the scale-space representation. Each
curve correspond to one originally detected maxima. The vertical axis corre-

sponds to the scale parameter . b) positions of maxima {£2},,ca correspond-
ing to the meaningful modes. c) the Voronoi partition associated with {€2},,cx.

Input :image f
Output: set of EVW filters {1q, }, set of wavelet coefficients { f; }

[ F(f)
Detect position of harmonic modes {€°},,c from |f|
Create the Voronoi partition {0 }2_, from the seeds {£2} e
fork=1to N do
Build 'lZQk using Eq.(3.3)
Extract wavelet coefficients f, = F~1( f 'L/Z;Qk)
end

N S U R WWN =

Algorithm 1: Empirical Voronoi Wavelet Transform

transform by
27 - .
(31) DQ(]C, l) — N2Zrn1n.(p,q)€89 (d(ka lvpa Q)) lf (kv l) €N ,
— N M (p q)eon (d(kvlapv Q)) if (kvl) ¢ Q
where d(k,,p, q) is the quasi-Euclidean distance:

Dl — o s
d(k, 1, p, ):{(ﬂ Dig=1Il+1Ip—kl if [p—kl>|q—1|

(3.2) .
(V2=Dlp—k|l+lg—1 if [p—kl<|qg—1].

The corresponding empirical Voronoi wavelet filter, 1, is then defined in the Fourier domain

by

1 if Do(k,1) > 7
(3.3) Jalk,1) = { cos (38 (D)) i Do(k,1) < I
0 if Dg(k,1) < —,

where 7 defines the width of a transition area along 92 and §(z) = 2*(35 — 84z + 7022 — 202°).
The Empirical Voronoi Wavelet transform (EVWT) is summarized in Algorithm 1 (we denote
F and F~! the Fourier transform and its inverse, respectively).

It is straightforward to see that Proposition 1 in [1] remains valid in the present work since
a Voronoi partition can be seen as a particular case of the more general partition considered
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in [1]. Therefore, the set {1, } forms a frame. The direct consequence is the guaranty of the
existence of the inverse transform by constructing the dual frame {vq, } via

= Yo
Zk:o WJQk ‘

The inverse transform is thus given by
N A =
k=0

4. EXPERIMENTS

The example of an empirical Voronoi wavelet transform is given in Figure 3. The inputimage
(on the top left of the figure) is a toy example made of piecewise objects (the oval and rectangle)
on which four harmonic modes are superimposed. Two pairs of harmonic modes have similar
frequencies but different orientations, i.e their corresponding positions in the Fourier domain
lie in specific rings with different angular positions. The top right image shows the Voronoi
partition plotted on top of the logarithm of the image magnitude spectrum. We can observe
that the method indeed associates some specific cells to the particular harmonic modes. Finally,
the wavelet coefficients, f}, are given in the remaining images. We emphasize that each image
has been re-normalized for visualization purposes most of them contain only information of
very small magnitude compared to the main modes (given by the boxed images). On the other
hand, the boxed images clearly show that some filters are indeed capable of extracting the
different harmonic modes as well as the objects.

5. CONCLUSION

In this paper, we have proposed an alternative on how to create partitions in the Fourier do-
main for the purpose of building 2D empirical wavelets. Our solution, using Voronoi diagrams,
provides a trade-off between having sub-domain with regular edges, and a high level of adapt-
ability like the one previously proposed in the construction of empirical watershed wavelets.
The corresponding Matlab code is publicly available at https://www.mathworks.com/
matlabcentral/fileexchange/42141l-empirical-wavelet-transforms.
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FIGURE 3. Example of an empirical Voronoi wavelet transform. The top left
image is an synthetically generated input image, in particular it contains four
harmonic modes. The top right image depicted the detected Voronoi partition
superimposed on the logarithm of the magnitude spectrum of the input im-
age. The remaining images correspond to the outputs of the different empirical
Voronoi wavelet filters. Note that the images that look black do actually con-
tain some information of very small energy compared to the main harmonic
modes.
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