Detection of Coronary Heart Disease by Data Mining Methods Using Clinical Data
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Abstract

Objective: The major cause of death worldwide is anticipated to continue to be heart disease, one of the most prevalent diseases in the globe. Therefore, the aim of this study is to classify and predict coronary heart disease using the Random forest (RF) method, which is one of the predictive algorithms of data mining.

Methods: The dataset was divided into 80% training and 20% test sets to avoid bias. Then the model was trained on the training set and tested on the test set. In the study, the RF algorithm was used for the classification of coronary heart disease. The performance of the RF model was evaluated with balanced accuracy, accuracy, sensitivity, F1-score, negative predictive value, positive predictive value, specificity, and confusion matrix results.

Results: The dataset included clinical data of 1190 patients, 281 (23.6%) female, and 909 (76.4%) males. Based on the results from the RF model, balanced accuracy, accuracy, sensitivity, F1-score, negative predictive value, positive predictive value, and specificity for heart disease were 0.945, 0.945, 0.920, 0.941, 0.931, 0.963, and 0.968, respectively.

Conclusion: According to the performance measures obtained in the test set for coronary heart disease (CHD), the RF model performed well. As a result, the proposed model can provide clinicians with clinical decision support for the preliminary diagnosis of CHD patients.

Key Words: Heart disease, artificial intelligence, data mining, random forest, parameter optimization

Klinik Veriler Kullanılarak Veri Madenciliği Yöntemleriyle Koroner Kalp Hastalığının Tespiti

Özet

Amaç: Dünya çapında en önemli ölüm nedeninin, dünyadaki en yaygın hastalıklardan biri olan kalp hastalığı olmasının devam etmesi beklenmektedir. Bu nedenle bu çalışmanın amacı, veri madenciliğinin tahmin edici algoritmalarından biri olan Rastgele Orman (RF) yöntemini kullanarak koroner kalp hastalığının sınıflandırılması ve tahmin edilmesidir.

Yöntemler: Modelin doğrulaması için veri seti %80 eğitim ve %20 test setlerine bölünmüştür. Daha sonra model eğitim seti üzerinde eğitilmiş ve test seti üzerinde test edilmiştir. Çalışmada koroner kalp hastalığı sınıflandırılması için RF algoritması kullanılmıştır. RF modelinin performansını, dengeli doğruluk, doğruluk, duyarlılık, F1-skoru, negatif tahmin değeri, pozitif tahmin değeri, seçiciğin ve karsılıklık matrisi sonuçları ile değerlendirilmiştir.

Bulgular: Veri seti 281 (%23.6) kadın ve 909 (%76.4) erkek olmak üzere 1190 hastanın klinik verilerini içermektedir. RF modelinde elde edilen sonuçlara göre kalp hastalığı için dengeli doğruluk, doğruluk, duyarlılık, F1-skoru, negatif tahmin değeri, pozitif tahmin değeri ve seçiciğin sırasıyla 0.945, 0.945, 0.920, 0.941, 0.931, 0.963 ve 0.968 idi.

Sonuç: Koroner kalp hastalığı (KKH) için test setinde elde edilen performans ölçümlerine göre, RF modeli iyi performans gösterdi. Sonuç olarak önerilen model, klinisyenlerle KKH hastalarının ön tanısı için klinik karar desteği sağlayabilir.
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INTRODUCTION

One of the most frequent reasons for a heart attack is a clogged coronary artery. The primary cause of death is still heart disease. For the best treatment, the prevention of poor clinical outcomes, and mortality, early diagnosis of this condition is essential. The risk factors for cardiovascular disease (CVD) include male gender, advanced age, inactivity, low education, unemployment, economic situation, psychological state, and hypertension. Heart attack risk can be decreased by eating a diet high in salt, consuming less fat, cholesterol, alcohol, and smoking, exercising frequently, and decreasing weight (1-3).

Artificial intelligence (AI) methods are often used to quickly, and accurately diagnose heart disease (4). AI is a technology that improves performance and productivity in the field by automating processes or tasks that previously required manpower. AI makes it possible for machines to learn from experience, adapt to new inputs, and perform human-like tasks. Using AI technologies, computers can be trained to perform specific tasks by processing large amounts of data and recognizing patterns in the data. These technologies are used in medicine for purposes such as classifying and predicting diseases and determining the most important factors that cause diseases (5-10).

One of the fastest expanding subfields of AI is data mining. Data mining is the process of analyzing large data sets to reveal hidden critical decision-making information for future analysis. The amount of data obtained in the field of medicine is increasing day by day. Predictive algorithms of data mining can be used to extract useful, important, and relevant information from these data for the relevant situation (11-13).

Data mining methods are needed both in estimating heart attacks and other heart diseases and in determining risk factors. From this point of view, in this study, using the risk factors related to heart attack, a successful model is created to predict the disease by classifying it quickly and accurately with minimum error.

METHODS

Dataset

The heart disease dataset from the IEEE Data Port database (https://ieee-dataport.org/open-access/heart-disease-datasetcomprehensive#files) was obtained. The data set included clinical data of 1190 patients, 281 (23.6%) female, and 909 (76.4%) male (14).

Data processing and modeling

The dataset was divided into 80% training and 20% test sets to avoid bias. Then the model was trained on the training set and tested on the test set. Then, 5-fold cross-validation was used as a resampling method. Balanced accuracy, accuracy, sensitivity, F1-score, negative predictive value, positive predictive value, and specificity values were calculated to evaluate the performance of the model.
Random Forest (RF)

RF algorithm, which can be used for classification and regression analysis, is an ensemble classification method. The goal of this community classifier is to improve classification accuracy by building many decision trees. During the training phase, RFs create various decision trees and labels based on the majority. The main distinction between RFs and decision tree methods is that identifying the root node and splitting the nodes essentially work arbitrarily. The RF approach is taken into consideration in this study since it can resolve the over-learning issue and is effective at detecting noise and outliers. It is also one of the best techniques for identifying the most significant feature among the features of the data set (15-20).

RESULTS

Table 1 contains the confusion matrix for the RF model in the test data set. While the RF model could not distinguish 4 patients with heart disease, it accurately predicted 121 patients.

Table 1. Confusion Matrix for the RF model

<table>
<thead>
<tr>
<th>Predict</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
</tr>
<tr>
<td>Control</td>
<td>103</td>
</tr>
<tr>
<td>Heart disease</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2 shows the performance criteria obtained with the RF model in the test data set. In Figure 1, the learning curve of the model in train, test and resampling is given. Based on the results from the RF model, balanced accuracy, accuracy, sensitivity, F1-score, negative predictive value, positive predictive value, and specificity for heart disease were 0.945, 0.945, 0.920, 0.941, 0.931, 0.963, and 0.968, respectively.

Table 2. Values for performance metrics for the RF model

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced Accuracy</td>
<td>0.945</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.945</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.920</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.941</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>0.931</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>0.963</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Figure 1. The learning curve for model accuracy performance

In Figure 2, the order of importance and the importance coefficients of the variables included in the model are given according to the contribution of the RF model to the prediction performance. According to the results of the study,
the slope of the peak exercise being the unsloping of the ST segment and the maximum heart rate were the first two features that contributed the most to the estimation performance of the RF model. In addition, the peak exercise ST segment down sloping did not contribute to the determination of heart disease.

Figure 2. The graphic of feature importance for the RF model

DISCUSSION

Heart diseases are one of the leading causes of death in the world. A heart attack is a physiological condition characterized by severe chest pain and the possibility of death as a result of heart failure caused by a problem with the coronary arteries. A heart attack occurs when the heart's oxygen supply is cut off due to a rapid decrease or interruption of blood flow in the vessels that feed the heart. The clogged vessel can damage or even kill the heart muscle. Heart attack is the most common health problem in rich countries. It is an important health problem that has become more common in underdeveloped countries. The World Health Organization estimates that more than 16 million people die each year due to heart attacks. These results are one-third of all deaths (1, 21-23).

The development of health care has enabled studies such as identifying the variables underlying heart diseases and avoiding its occurrence. Recent studies have been able to pinpoint heart disease risk factors, but many scientists agree that further studies are necessary before we can apply this knowledge to lower the prevalence of heart disease. Different factors may contribute to heart problems. Reducing these heart disease risk factors may really help prevent heart disease, according to certain research studies. The prevention of heart disease risk has been the subject of numerous studies. There will be more options to avoid heart disease as more studies on the condition are conducted (24, 25).

For this reason, early detection and treatment of heart diseases are very important. The use of data mining methods for heart diseases is an important research topic. Based on this, we predicted heart disease with a fast and high-performance model using the heart disease dataset containing clinical data in this study.

The performance criteria obtained from the RF method in the study; balanced accuracy, accuracy, sensitivity, F1-score, negative predictive value, positive predictive value, and specificity for heart disease were 0.945, 0.945, 0.920, 0.941, 0.931, 0.963, and 0.968, respectively.

CONCLUSION

In conclusion, this study can suggest an RF algorithm for the development of predictive models for heart diseases and the developed model can help clinicians in the early diagnosis of cardiac patients.
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