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ABSTRACT
Aim: Fundus images are very important to diagnose some ophthalmologic disorders. Hence, fundus images have become 
a very important data source for machine-learning society. Our primary goal is to propose a new automated disorder 
classification model for diabetic retinopathy (DR) using the strength of deep learning. In this model, our proposed model 
suggests a treatment technique using fundus images. 
Material and Method: In this research, a new dataset was acquired and this dataset contains 1365 Fundus Fluorescein 
Angiography images with five classes. To detect these disorders automatically, we proposed a transfer learning-based feature 
engineering model. This feature engineering model uses pretrained MobileNetv2 and nested patch division to extract deep and 
exemplar features. The neighborhood component analysis (NCA) feature selection function has been applied to choose the top 
features. k nearest neighbors (kNN) classification function has been used to get results and we used 10-fold cross-validation 
(CV) to validate the results. 
Results: The proposed MobileNetv2 and nested patch-based image classification model attained 87.40% classification accuracy 
on the collected dataset. 
Conclusions: The calculated 87.40% classification accuracy for five classes has been demonstrated high classification accuracy 
of the proposed deep feature engineering model.
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INTRODUCTION
Diabetic Retinopathy (DR) is specific angiopathy 
involving retinal capillaries, arterioles, and venules, 
which occurs as a result of hyperglycemia, insulin 
deficiency, or insulin resistance (1, 2). The term 
diabetic retinopathy is used to describe microvascular 
abnormalities (microaneurysms, hemorrhage, exudates, 
neovascularization (NVE, NVD, preretinal/vitreous 
hemorrhage) found in clinical examination or fundus 
images, and according to the presence of these findings 
in the fundus, Nonproliferative Diabetic retinopathy 
(NPDR) and Proliferative diabetic retinopathy (PDR). 
It is divided into two main groups diabetic retinopathy 
(PDR). Macular edema is also one of the important 
causes of low vision in diabetic patients and can be found 

together with NPDR or PDR (3-5). Diabetic retinopathy 
(DR) is a common and serious complication of diabetes 
that can result in blindness. It is known to affect 
approximately 100 million people worldwide, and it will 
affect an estimated 600 million people in 2040. Studies 
have shown that with early intervention of DR, good 
results can be achieved in preventing the development 
of the disease and the rate of blindness can decrease 
significantly (6-8). Early scanning is very important for 
diagnosis and timely intervention. Clinical DR screening 
and diagnosis are typically based on Color Fundus 
Photograph (CFP) or Fundus Fluorescein Angiography 
(FFA) images (9). CFP is a rapid, non-invasive, and 
widely used method for DR screening (10). However, 
FFA can detect typical pathological changes such as 
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microaneurysms, non-perfusion sites, and vascular 
leakage, and provide dynamic information about the 
retinal vascular structure that CFP cannot identify. FFA 
is a more powerful tool than CFP in fully assessing the 
severity of DR, which directly guides individual treatment 
plans and plays an important role in the diagnosis of DR 
(11). Many studies have confirmed the efficacy of lowering 
HbA1c level with the stability of tight glycemic index, 
control of blood pressure, and lipid profile in stopping 
DR progression (12-14). However, in cases where 
progression cannot be prevented, various treatments are 
applied to prevent vision loss. Laser photocoagulation, 
one of these treatment methods, is used to treat two 
main complications in diabetes: 1) neovascularization of 
the retina and 2) severe or clinically significant macular 
edema (15). Panretinal laser photocoagulation (LPC) is 
an effective method for regressing neovascularization 
performed in sessions (5). Apart from this, intravitreal 
injections and various lasers such as focal, grid, and 
subluminal lasers are applied in the treatment of macular 
edema. In resistant cases that do not respond to all these 
treatments, pars plana vitrectomy is applied (16).

Artificial intelligence (AI) is a branch of computer science 
in which machines mimic the cognitive function of the 
human mind. Artificial intelligence has widespread use in 
health and medical sciences. AI has been used in medicine 
since the early 1950s when doctors sought to improve 
the accuracy of their diagnoses using computer-assisted 
algorithms (17). AI has been applied in image-based 
medical fields such as Radiology and Ophthalmology, 
as it is suitable for processing complex images (18, 19). 
Various studies have been conducted in the field of 
ophthalmology to assist in the diagnosis of diseases such 
as DR, glaucoma, age-related macular degeneration, and 
retinopathy of prematurity (20). AI is planned to be used 
as a potential alternative to DR screening to help reduce 
the burden on ophthalmologists and overcome barriers 
with telemedicine. AI helps the right patients be seen at 
the right time and managed in the right place. However, 
there are shortcomings in using artificial intelligence to 
optimize DR management. In this research, we collected 
a new FFA dataset and we proposed a machine learning 
model to propose treatment techniques for helping 
medical professionals.

Motivation and Our Model
In the last decade, an important image classification 
methodology has been presented and this methodology 
is named deep learning. By proposing deep learning, 
great advances have been made in the field of computer 
vision. Also, computer vision models have been applied 
to biomedical images to generate/develop intelligence 
assistants. In this research, we proposed a pretrained 
deep learning – we used a pretrained MobileNetv2 (21) 

– based image classification model to contribute to DR 
disorders classification. Fundus images have circular 
structures. Therefore, we used four nested patches to 
extract features. Moreover, the last pooling layer of the 
pretrained MobileNetV2 has been used to extract deep 
features. The used layer (global average pooling layer of 
the MobileNetV2) has been applied to each patch and 
the features have been generated. In the feature selection 
layer, we used NCA (22) selector and the top 512 features 
have been selected. These 512 features have been used as 
input for the kNN classifier. The rough block diagram of 
our proposal is demonstrated in Figure 1. 

Figure 1. Block diagram of the proposed MobileNetv2 and NCA-
based fundus image classification based model 

Contributions
In this research, we collected a new Fundus Fluorescein 
Angiography images dataset to classify groups of the 
DR and we presented a deep feature-based model. The 
contributions of this research are given below.

Contributions:

• DR is one of the most commonly seen ophthalmologic 
disorders and groups of this disorder are very 
important to the selection cure method. In the 
literature, there are many PDR, NPDR, and healthy 
fundus classification models but there is no PDR/
NPDR categorization/cure proposal model (machine 
learning based) in the literature as our knowledge. 

• Deep networks are the flagships of computer vision 
models. Thus, the usage area of the deep networks 
is wide. Moreover, by using transfer learning, users/
developers/scientists have used advantages of the deep 
networks with low time complexity. In this research, we 
proposed a new patch-based deep feature engineering 
image classification model. In the literature, fixed-size 
patches generate exemplar features. However, fundus 
images have a circular structure. Thus, we used 
nested patch division to detect local abnormalities. 
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The Proposed Model
We proposed a new generation model of deep transfer 
learning-based fundus image classification model. This 
model is directly about feature engineering since it has 
feature extraction, feature selection, and classification 
layers. Nested patch division and pretrained MobileNetv2 
have been used in the feature extraction layer. The used 
MobileNetv2 was trained on the ImageNet1K (23) (this 
dataset contains approximately 1.3 million images with 
1000 object categories) and the last global average pooling 
layer has been utilized as a feature extractor. We generated 
four nested patches in this section since the sizes of our 
patches are 56 × 56, 112 × 112, 168 × 168, and 224 × 224. 
These patches have been generated from a fundus image 
with a size of 224 × 224. The top 512 features of the generated 
features have been chosen by deploying the NCA feature 
selection function. The chosen 512 features have been 
utilized as input of the kNN (24) classifier. The schematic 
expression of the proposed nested MobileNetV2-based 
model has been demonstrated in Figure 3.

Figure 3. Graphical explanation of the proposed MobileNetv2-based 
fundus image classification model

In order to better express the proposed model, the steps 
of this model are given below.

Step 1: Read/load each image from the collected fundus 
angiography dataset.

Step 2: Resize each image to 224 × 224. 

Step 3: Create nested patches from the resized image. 
This process is given below.

(1)

where  defines the used fundus image,  represents 
kth patch and  is an increasing array to generate nested 
patches.

Further, we used a lightweight CNN – MobileNetv2 
– to generate features. Our proposal attained 87.40% 
accuracy on the used dataset. 

MATERIAL AND METHOD
The study was carried out with the permission of 
Fırat University, Non-Interventional Research Ethics 
Board (Date: 13.03.2022 Decision No: 2022/04-10). 
All procedures were carried out in accordance with the 
ethical rules and the principles of the Declaration of 
Helsinki. We collected a new FFA image dataset from 
Fırat University Hospital. This dataset contains 1365 
FFA images with five categories and these categories are 
(i) NPDR+macular edema and intravitreal injection/
macular laser treatment are recommended, (ii) PDR 
without macular edema and retinal laser recommended, 
(iii) PDR+macular edema and intravitreal injection/
macular laser+retinal laser recommended, (iv) Metabolic 
regulation without ocular treatment –NPDR patient 
without macular edema requiring follow-up, early stage 
and (v) healthy. The format of these FFA images is dicom 
and we converted them to jpg images. These FFA images 
have variable sizes. In our proposal, we resized these 
images to 224 × 224 sized images. The sample images are 
given in Figure 2.

Distributions of the FFA images are also given in Table 1. 

Table 1. Properties of the collected FFA dataset

Number Class Number 
of images

1 Intravitreal injection/macular laser (II/ML) 126
2 Retinal laser (RL) 339

3
Intravitreal injection/macular laser+ Retinal 
laser
(II/ML+RL)

372

4 Metabolic regulation without ocular 
treatment (MR-OT) 179

5 Healthy 349
Total 1365

Figure 2. Sample FFA images from each category. (a) Intravitreal 
injection/macular laser (b) Retinal laser (c) Intravitreal injection/ 
macular laser+ Retinal laser (d) Metabolic regulation without ocular 
treatment (e) Healthy

a b c

d e
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Step 4: Extract deep features from the generated patches 
in Step 3.

(2)

Herein,  defines kth feature vector with a length of 1280, 
 pretrained MobileNetv2, and  represents 

the global average pooling layer and we used this layer to 
extract features.

Step 5: Merge/concatenate the generated feature vectors 
to obtain the final feature vector.

(3)

Here,  defines a merged feature vector with a length of 
5120 (=1280×4). 

Step 6: Apply NCA to these generated 5120 features and 
select the top 512 out of 5120 features.

Step 7: Classify the selected 512 features using the kNN 
classifier with 10-fold cross-validation. The attributes of 
the kNN classifier are given as follows. k is 1, distance 
metric: L1-norm, and voting is no-voting.

RESULT
We proposed a new MobileNetv2-based model and 
this model applied to the collected fundus angiography 
images. In the classification, the kNN classifier was 
used to get classification results. We used 10-fold cross-
validation for validation. Furthermore, we used a simple 
configure computer (this computer has a 3.6 GHz 
processor, 16 GB memory, and Windows 10.1 operating 
system) and our used programming environment is 
MATLAB 2021a. Firstly, the pretrained MobileNetv2 
was installed in MATLAB 2021a. A deep feature 
generation function was created using this library. 
Moreover, we created the main function to implement 
our proposed model. 

In order to evaluate the classification ability of our 
proposal, we used unweighted average recall (UAR), 
unweighted average precision (UAP), and overall F1 score 
(25, 26). Further, we gave class-wise recall, precision, and 
F1 scores. The calculated confusion matrix of this model 
is also given in Figure 4.

According to this confusion matrix (see Figure 4), our 
model was tested on a fundus angiography dataset with 
five classes. These classes are enumerated from 1 to 5. 
These classes are 1: Intravitreal injection/macular laser, 
2: Retinal laser, 3: Intravitreal injection/macular laser+ 
Retinal laser, 4: Metabolic regulation without ocular 
treatment, and 5: healthy. The overall results using this 
confusion matrix are listed in Table 2. 

Figure 4. The calculated confusion matrix

Table 2. Overall results (%) of the proposed MobileNetv2-based 
model
Performance metric Result (%)
Accuracy 87.40
Unweighted average recall 89.15
Unweighted average precision 87.98
F1-score 88.49

Class-wise performances of the proposed model are 
demonstrated in Figure 5. 

Figure 5. Class-wise results

Figure 5 demonstrated that the best accurate class is a 
healthy class. The worst two classes are Retinal laser and 
Intravitreal injection/macular laser+ Retinal laser since 
these types of disorders are very close to each other.
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DISCUSSION
In this work, we have proposed a cure proposal 
mechanism using fundus angiography images. We used 
a deep transfer learning model and this model uses 
MobileNetV2 and nested patch division. In the feature 
extraction phase, 5120 features have been extracted from 
each fundus angiography image. By deploying NCA, 512 
out of 5120 features have been selected. These features 
have been classified using a kNN classifier with a 10-fold 
CV. Our model attained 87.40% classification accuracy 
on the collected dataset. Moreover, class-wise results 
were calculated. According to this calculation (class-
wise result calculation), results of the Retinal laser and 
Intravitreal injection/macular laser+ Retinal laser are 
lower than 85%. Results of other classes were over 85% 
(see Figure 5). 

• As our knowledge, we are the first team to propose an 
automated classification model to propose treatment 
techniques using fundus angiography images. The 
important points of this research are listed below.

• Transfer learning was used for feature extraction. 
Thus, the time complexity of this model is low.

• Our proposed model attained 87.40% classification 
accuracy. Moreover, a 10-fold CV supports robust 
results calculation.

• This model is a simple and effective model.
• We used methods with default settings. There is no 

fine-tuning operation. Thus, this model is a cognitive 
model. 

• The application of this model is very easy. Other 
image classification problems can be solved through 
this model.

• An intelligent cure proposal assistant can be used 
using our model in the near future.

• We collected this dataset from a single medical center. 
By collaborating with more medical centers, larger 
datasets can be collected.

Our study has some limitations. First, multimodal imaging 
modalities such as optical coherence tomography (OCT) 
and OCT-Angiography were not used. Second, the study 
was conducted in a single center. Finally, the number of 
samples was small.

CONCLUSION
In this research we proposed a new automated disorder 
detection model using computer vision model. We 
collected a FFA dataset and this dataset contains five 
classes. The collected FFA images were utilized as input 
of the proposed nested-patch based model. The nested 
patches have been used to generate features from 
local areas. These generated all feature vectors were 

concatenated to obtain final feature vector. The top 
features were selected by deploying NCA. The selected 
feature vector was utilized as input of the kNN classifier. 
Our proposed model attained 87.40% classification 
accuracy for the collected FFA dataset. This result 
obviously depicted that the presented nested patch-based 
deep feature engineering model is a good model for FFA 
classification.

Soon, we are planning to develop an automated disorder 
detection application using FFA images. Therefore, we 
will use attention-based models in the near future.

ETHICAL DECLARATIONS
Ethics Committee Approval: The study was carried 
out with the permission of the Fırat University, Non-
Interventional Research Ethics Board Decisions (Date: 
13.03.2022 Decision No: 2022/04-10).
Informed Consent: All patients signed the free and 
informed consent form.
Referee Evaluation Process: Externally peer-reviewed. 
Conflict of Interest Statement: The authors have no 
conflicts of interest to declare. 
Financial Disclosure: The authors declared that this 
study has received no financial support.
Author Contributions: All of the authors declare that 
they have all participated in the design, execution, and 
analysis of the paper, and that they have approved the 
final version. 

REFERENCES
1. Shome SK, Vadali SRK. Enhancement of diabetic retinopathy 

imagery using contrast limited adaptive histogram equalization, 
Int J Computer Sci Inform Technol 2011; 2: 2694-9.

2. Mohamed Q, Gillies MC, Wong TY. Management of diabetic 
retinopathy: a systematic review, Jama, 2007; 298: 902-16.

3. Solomon SD, Goldberg MF. ETDRS grading of diabetic 
retinopathy: still the gold standard? Ophthalmic Research 2019; 
62: 190-5.

4. Wu L, Fernandez-Loaiza P, Sauma J, Hernandez-Bogantes E, 
Masis M. Classification of diabetic retinopathy and diabetic 
macular edema, World J Diabetes 2013; 4: 290-4.

5. Flaxel CJ, Adelman RA, Bailey ST, et al. Diabetic retinopathy 
preferred practice pattern®, Ophthalmology 2020; 127: 66-145.

6. Ogurtsova K, Fernandes JdaR, Huang Y, et al. IDF Diabetes Atlas: 
Global estimates for the prevalence of diabetes for 2015 and 2040, 
Diabetes Research Clin Practice 2017; 128: 40-50.

7. Lian F, Wu L, Tian J, et al. The effectiveness and safety of a danshen-
containing Chinese herbal medicine for diabetic retinopathy: 
a randomized, double-blind, placebo-controlled multicenter 
clinical trial. J Ethnopharmacol 2015; 164 : 71-7.

8. Tan F, Chen Q, Zhuang X, et al. Associated risk factors in the early 
stage of diabetic retinopathy, Eye and Vision 2019; 6: 1-10.

9. Cole ED, Novais EA, Louzada RN, Waheed NK. Contemporary 
retinal imaging techniques in diabetic retinopathy: a review, Clin 
Experime Ophthalmol 2016; 44: 289-99.



1746

Yıldırım et al. Automated detection model of diabetic retinopathy disorders using fundus images J Health Sci Med 2022; 5(6): 1741-1746

10. Kwan CC, Fawzi AA. Imaging and biomarkers in diabetic macular 
edema and diabetic retinopathy, Current Diabetes Reports 2019; 
19: 1-10.

11. Gao Z, Jin K, Yan Y, et al. End-to-end diabetic retinopathy grading 
based on fundus fluorescein angiography images using deep 
learning, Graefe's Archive Clin Experime Ophthalmol 2022; 260: 
1663-73.

12. Stratton IM, Adler AI, Neil HAW, et al. Association of glycaemia 
with macrovascular and microvascular complications of type 2 
diabetes (UKPDS 35): prospective observational study. BMJ 2000; 
321: 405-12.

13. Sacks FM, Hermans MP, Fioretto P, et al. Association between 
plasma triglycerides and high-density lipoprotein cholesterol and 
microvascular kidney disease and retinopathy in type 2 diabetes 
mellitus: a global case–control study in 13 countries. Circulation 
2014; 129: 999-1008.

14. Morton J, Zoungas S, Li Q, et al. Low HDL cholesterol and the 
risk of diabetic nephropathy and retinopathy: results of the 
ADVANCE study, Diabetes Care 2012; 35: 2201-6.

15. El Rami H, Barham R, Sun JK, Silva PS. Evidence-based treatment 
of diabetic retinopathy, in: Seminars in Ophthalmology, Taylor & 
Francis, 2017, pp. 67-74.

16. Akkaya S, Acikalin B, Asilyazici E, Yilmaz A, Yamic M, Kocapinar 
Y. Diagnosis and treatment of diabetic retinopathy. Retina-
Vitreus/Journal of Retina-Vitreous 2018; 27: 390-401

17. Secinaro S, Calandra D, Secinaro A, Muthurangu V, Biancone 
P. The role of artificial intelligence in healthcare: a structured 
literature review, BMC Medical Informatics and Decision Making, 
2021; 21: 1-23.

18. Hosny A, Parmar C, Quackenbush J, Schwartz LH, Aerts HJ. 
Artificial intelligence in radiology. Nature Reviews Cancer 2018; 
18: 500-10.

19. Hipwell J, Strachan F, Olson J, McHardy K, Sharp P, Forrester 
J. Automated detection of microaneurysms in digital red‐free 
photographs: a diabetic retinopathy screening tool, Diabetic 
Medicine 2000; 17: 588-94.

20. Padhy SK, Takkar B, Chawla R, Kumar A. Artificial intelligence 
in diabetic retinopathy: a natural step to the future, Indian J 
Ophthalmol 2019; 67: 1004-9.

21. Sandler M, Howard A, Zhu M, Zhmoginov A, Chen L.-C. 
Mobilenetv2: inverted residuals and linear bottlenecks, in: 
Proceedings of the IEEE conference on computer vision and 
pattern recognition. CVPR 2018; 4510-20.

22. Goldberger J, Hinton GE, Roweis S, Salakhutdinov RR. 
Neighbourhood components analysis. Advances in Neural 
Information Processing Systems 2004; 17: 513-20.

23. Krizhevsky A, Sutskever I, Hinton GE. Imagenet classification 
with deep convolutional neural networks. Communications of 
the ACM 2017; 60: 84-90.

24. Peterson LE. K-nearest neighbor. Scholarpedia 2009; 4: 1883.
25. Warrens MJ. On the equivalence of Cohen’s kappa and the Hubert-

Arabie adjusted Rand index. J Classification 2008; 25: 177-83.
26. Powers DM. Evaluation: from precision, recall and F-measure to 

ROC, informedness, markedness and correlation. arXiv preprint 
arXiv 2020: 2010.16061.


