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Abstract— In remote sensing applications, segmentation of 

input satellite images according to semantic information 

and estimating the semantic category of each pixel from a 

given set of tags have of great importance for the 

automatic tracking task. It is important in situations such 

as building detection from high resolution satellite images, 

city planning, environmental preparation, disaster 

management. Buildings in metropolitan areas are crowded 

and messy, so high-resolution images from satellites need 

to be automated to detect buildings. Segmentation of 

remote sensing images with deep learning technology has 

been a widely considered area of research. The Fully 

Convolutional Network (FCN) model, a popular 

segmentation model, is used for building detection based 

on pixel-level satellite images. With the U-Net model, 

which was developed for biomedical image segmentation 

and modified in our study, performance analysis was 

performed for building segmentation from satellite images 

using customized loss functions such as Dice Coefficient 

and Jaccard Index measurements. Dice Coefficient score 

was obtained 84% and Jaccard Index score was obtained 

70%. In addition, the Dice Coefficient score increased 

from 84% to 87% by using the Batch Normalization (BN) 

method instead of the Dropout method in the model. 

 

Index Terms—Convolutional neural network, remote 

sensing imagery, semantic segmentation, U-Net. 

I. INTRODUCTION 

uildings are identified as an important object class in 

remote sensing images. Identifying the spatial location 

and shape of buildings in these images takes an important role 

in assessment issues such as geographic planning, mapping, 

and post-disaster reconstruction. In particular, determining the 

number of buildings remaining in natural disasters such as 

earthquake events and subtract the degree of damage are 
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important indicators. Traditional remote sensing image 

classification methods use spectral, and spatial correlation 

information of the desired object to determine the class 

content of ground objects. Multi-scale feature aggregation etc. 

it is aimed to extract the spectral and shape properties of 

buildings by using techniques such as [1]. With the rapid 

development of deep learning recently, it has made great 

progress in the fields of agriculture [2-3], health [4], robotics 

and security [5], natural language processing [6], as well as in 

the fields of remote sensing, semantic segmentation and target 

recognition [1]. Deep learning methods are in the direction of 

producing more stable results for image recognition in remote 

sensing with high accuracy and high computational speeds [1]. 

With the development of remote sensing technology, many 

researchers were tried to develop, try and explore new 

methods to increase the accuracy and the speed of automatic 

classification algorithms from satellite images. In image 

processing applications, image segmentation and labeling are 

a very demanding task. Convolutional Neural Network (CNN) 

is a more effective approach than traditional image 

segmentation methods. CNN automatically learns multi-level 

representations that map the original input to specified binary 

or multiple labels or sequential vectors. CNN's powerful 

"representational learning" capability greatly simplifies the 

feature design upon building detection and has shown 

promising results [7]. U-Net is structurally one of the 

simplified CNN architectures used for image segmentation. 

With the semantic segmentation method, studies are carried 

out on many complex tasks. Autonomous vehicles [8], 

biomedical image diagnostics [9], geo-sensing [10], and 

precision agriculture [11] are a few of them.  

In this study, building extraction was performed from high 

resolution images with Semantic Segmentation using FCN. 

The contribution of study to previous research is to investigate 

which resolution might be more useful by comparing object 

extraction and segmentation approaches from different 

resolution satellite images. In addition, the effect of the 

dropout layer and batch normalization layers on the U-Net 

architecture was analyzed. F-measure (Dice Coefficient) and 

Intersection Unit (IoU) / (Jaccard Coefficient) metrics were 

used to distinguish the building class from satellite images and 

to quantitatively evaluate the performance of the segmentation 

method. The remainder of the article was organized as 

follows. In the second part, references were made to previous 

studies in the literature. In the third chapter, the materials and 

methods used were explained. In the fourth section, the 
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analyzes and result graphics were shown. The existing study 

are summarized in the conclusion. 

II. RELATED WORK 

Wu et al. Firstly, it skillfully combined the spectral features 

and shape features of buildings to distinguish buildings from 

remote sensing images using the traditional remote sensing 

image feature extraction method [12]. Huang et al. used the 

multi-feature fusion method to extract features of buildings in 

remote sensing images and finally chose to use the SVM 

classifier to classify ground objects [13]. Xin et al. used the 

spatial position relationship between shadows and buildings in 

densely built areas and used the graph cutting algorithm to 

accurately draw the outlines of buildings [14]. Acar et al. 

analyzed Radarsat-2 satellite images to retrieve soil moisture 

using semi-empirical models and machine learning methods. 

By extracting the feature vector from preprocessed SAR 

image pixels, they stated that machine learning techniques 

outperform semi-empirical models [15]. Xu-dong et al. it has 

achieved good results using the pixel-based classification 

technique to process the image using the object-oriented 

method [16]. After machine learning techniques became 

widespread, Deep CNN (DCNN) started to be used in current 

image classification and extraction. Wu et al. performed end-

to-end building segmentation from aerial images using multi-

constraint FCN architecture [17].  Yuan, a simple FCN model 

architecture was proposed that combines several activation 

layers in pixel level estimation. In addition, the marked 

distance function of building boundaries with enhanced 

representativeness was introduced to present the outputs [18]. 

Chen et al. applied various cutting-edge deep U-Net 

frameworks such as pyramid scene decomposition network, 

feature pyramid network (FPN) and multi-scale feature fusion 

FPN to generate roof detection from large-scale comparative 

aerial images [19]. 

III. MATERIALS AND METHODS 

A. Dataset 

A dataset consisting of .tif files containing real aerial 

photographs collected from the satellite and masked images 

were used. The input images of the proposed model are in 

RGB format. The dataset consists of a total of 408 images and 

tag masks with a resolution of 512 × 512 (ranging from 0.3 to 

2.5 m) received from the satellite, prepared by the Wuhan 

University Photogrammetry and Computer Vision (GPCV) 

Group [20]. 

B. Preprocessing 

Images with few buildings, no buildings and poor resolution 

were removed from the dataset during the process. After the 

elimination, only a total of 360 images could be obtained. 

Since it would be insufficient to train and test this number of 

image models, data augmentation methods were applied to the 

images. To increase sample images, images and mask images 

were augmented using the data augmentation method rotation 

(90 degrees right) and (90 degrees left). With this technique, 2 

additional variations of each original image were created. As a 

result of this process, the dataset was tripled and 1080 images 

and related masked images were prepared. We resized the 

image and tag masks at 256 × 256, 128 × 128, and 64 × 64 

pixels along with the existing 512 × 512-pixel dataset to 

research on, train and test the optimal patch size on the FCN 

network. By comparing the performance of images and masks 

in four different pixels in the U-Net model, we observed that 

the 256 × 256 size was more suitable than the other sizes. 

From these prepared images, 972 images and corresponding 

labeled images (≈ 80%) were randomly selected to be used as 

training set, and the remaining 108 images and corresponding 

labeled images (≈ 20%) were used as test dataset. 

Here, by applying random cropping from the image data, we 

cropped large images into small patches in the desired pixels 

and obtained more data for our model. Similarly, we applied 

the same for the masked dataset. In our preprocessing, we 

visualized both cropped patches (image and mask) and 

checked whether the newly formed image and tagged masks 

were aligned correctly. Since the tags we extracted from the 

satellite images consisted only of the "buildings" layer, we 

converted the tag images into binary masks of four different 

sizes. In the labels, we pixelated the buildings as 1 and the 

outside of the building as 0. In Fig. 1 shows the sample 

satellite image from the dataset, as well as the 256 × 256 patch 

image and mask that we referenced in our study and formed 

after cropping. 

 

 
(a) 

 
(b) 

Fig.1. (a) Satellite image (b) Cropped Satellite image and corresponding mask 

with buildings identified in white. 

 

C. Architecture of the model (U-Net) 

The U-Net architecture was developed by Olaf Ronneberger 

et al. [21] for Biomedical Image Segmentation. It aims at 

image segmentation using a small training dataset. The general 
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structure of U-Net, which is a typical encoder-decoder 

architecture and modified in this study, is shown in Fig. 2. 

U-Net Architecture includes two paths, convolution 

(Contraction path) and deconvolution (Expanding path) layers. 

The first way is the narrowing path, also called an encoder, 

which captures the input image at multiple different levels of 

feature representations. The encoder is just a traditional stack 

of convolution and max pooling layers. The second path is the 

symmetric expansion path, also called a decoder, which is to 

semantically project the distinctive features (lower resolution) 

into the pixel space (higher resolution). Basically, U-Net is 

built on FCN [22]. For this reason, it is also referred to as end-

to-end FCN. It contains only Convolutional layers and no 

dense layers because it can accept images of any size. Feature 

maps created by convolution layers are clipped to input size. 

Clipping deals with the loss of edge pixels in the convolution 

process and subtracts the size of the convolution results, 

consistent with the deconvolution results. In the U-Net 

architecture, jump links (copy and crop) are added between 

the narrowing path and the widening path, allowing precise 

localization as well as features. Clipped feature maps are 

combined with deconvolution results via shortcut links. The 

network applies 1×1 convolution to the feature map to label 

the pixels and produces the segmentation result. 

 

 
Fig. 2. Architecture of U-Net 

 

In the U-Net architecture model, the orange boxes represent 

cross sections of the feature maps. The dimensions of each 

feature map are indicated on the left side, and the number of 

channels is indicated above. White boxes represent half of the 

channels with feature maps from which they were copied. 

Arrows represent actions indicated by the indicator; gray 

arrows represent copying (skipping links). The purpose of the 

encoder layer in the model is to extract feature information 

from the images until the model is at the bottom. The purpose 

of the decoder layer is to find the required area that the model 

should represent from the fragmentary patterns. 

In our study, we modified the U-Net architecture for the 

building segmentation problem. We trained the model from 

scratch without using pre-trained weights with biomedical 

images. First, we replaced the stochastic gradient descent 

algorithm (SGD) [23] with the Adam [24] optimizing 

algorithm, which is known to converge faster during training. 

Next, we changed the dimensions of the input images to 256 × 

256, since the U-net architecture was designed for images with 

a size of 572 × 572. In our experimentally applied model, the 

optimum learning rate was chosen as 0.0001. To reduce the 

computational cost, we chose to simplify the model by 

changing the filter numbers of the convolutional layers to 16, 

32, 64, and 128 from 64, 128, 256, and 512 in the U-Net 

architecture. In end-to-end training, we added “dropout” to 

avoid overfitting when training the model in the decoder 

section after rectified linear unit (ReLU) activation in all 

convolution layers.  

Due to the limited amount of GPU memory, we set the 

training batch size to 16 and maximum number of periods 

according to Epoch 100 in this study. We got the output image 

from the model by adding CNN layer with SoftMax instead of 

sigmoid as activation at the end of the expanding path layer. 

As a result, our app is based on Keras [25] using a TensorFlow 

backend. All training and testing processes were performed in 

Google Colab environment [26] with 13,342 RAM - Tesla 

K80 GPU - NVIDIA T4 GPUs Card.  

 

D.  Metrics 

We used precision, recall, F-measure (Dice Coefficient) and 

Intersection of Unity (IoU) / (Jaccard Coefficient) metrics to 

distinguish building class from satellite images and to 

quantitatively evaluate the performance of the segmentation 

method. Segmentation based on Dice and Jaccard coefficients 

is widely used for image segmentation as it allows to deal with 

class imbalance [27]. Precision and recall are defined using 

true positives (TP), false positives (FP), and false negatives 

(FN). 

 

1) Precision 

The precision refers to the ratio of positive data identified as 

true to all data identified as true. It is calculated by following 

equation [28]. 

 

Precision = TP/((TP+FP)) (1) 

 

2) Recall 

The recall refers to the ratio of positive data identified as 

true to the sum of positive data identified as true and negative 

data identified as false. It is calculated by following equation 

[28]. 

 

Recall = TP/((TP+FN))  

  

 

(2) 

3) Jaccard Index 

The first of the metrics used to evaluate the education score 

in our study is the Jaccard Index, also known as IOU 

(Intersection over Union). The Jaccard index, also known as 

the Jaccard similarity coefficient, is a statistic used to measure 

similarity. It was explanation by Grove Karl Gilbert in 1884 as 

the verification rate [29]. It was later developed independently 

by Paul Jaccard [30]. The Jaccard coefficient measures 

similarity between finite sets of samples and is defined as the 

size of the intersection divided by the size of the union of 

sample sets. It is calculated by following equation.                  

0 ≤ J (A,B) ≤ 1 

 

102

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, Vol. 11, No. 1, January 2023                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

J(A,B)=|A∩B|/(|A|+|B|-|A∩B|) 

 
J(A,B) = (precision × recall)/ 

(precision + recall - (precision × recall)) 

 

(3) 

 

4) Dice Coefficient 

The second of the metrics used to evaluate the education 

score in our study is the Dice Coefficient, also known as the 

F1 score. Independently developed by Thorvald-Sørensen [31] 

and Lee-Raymond Dice [32], the Sørensen-Dice coefficient is a 

statistic used to measure the similarity of two samples. It is 

calculated by following equation.                   

0 ≤ J (A, B) ≤ 1 

 

D(A,B) = 2×(|A∩B|)/(|A|+|B|)   

 
D(A,B) = 2×(precision × recall)/(precision + recall) 

 

(4) 

IV. EXPERIMENTS/RESULTS/DISCUSSION 

In order to obtain a successful U-Net training model in the 

segmentation task, some hyperparameters have been modified. 

In addition, analyzes were made to obtain loss and metric 

graph curves. Initially, training and validation analyzes of four 

different datasets with 64 × 64, 128 × 128, 256 × 256, and 512 

× 512 resolutions were made and the loss graphs are shown in 

Fig. 3. Considering the training and validation graph curves, 

convergences were observed differently in four different patch 

sizes. It is seen in the graphs that as the patch size increases, 

convergence tends to improve and then deteriorate.  

Peak value was obtained with 256 × 256 pixels size 

providing the best IoU (Jaccard Coef.) 84.70%. The IoU plots 

of the datasets according to the four different patch sizes are 

shown in Fig. 4. Generally, in theory larger patches provide 

more information and accurate predictions. However, fine 

resolution images require a longer training time or added 

feature information may be unnecessary and affect the model 

training process [33].  However, cropped patches with a small 

window size may contain information that does not have 

sufficient properties for the model and may increase the risk of 

overfitting. Also, small size patches cannot complete all down 

sampling of the U-Net model [34].  

The 64 × 64 satellite images failed to predict the building 

class with the modified U-Net model and the model was 

unable to complete the subsamples. It has followed an 

unstable path as it has not been able to extract adequate feature 

maps. It has been observed that the model building images 

from 128 × 128 and 512 × 512 sized satellite images have 

difficulty in separating from other objects. Therefore, in this 

study, a patch size of 256 × 256 pixels was chosen, which is 

suitable for the U-Net model. Intuitive comparisons of image 

segmentation results of input satellite images of 4 different 

sizes in model training are shown in Fig. 5.  

The performances of the dice coefficient and jacquard 

index, which are among the missing metrics, on the model 

were analyzed.  

The comparison of actual image, mask and predicted mask 

in Dice Coefficient and Jaccard-Index mode is shown in Fig. 

6. 

 
Fig. 3. Loss values of the proposed model over 100 epochs 

 

 
Fig. 4. Accuracy values of the proposed model over 100 epochs 

 

Dice coefficient and Jaccard index loss curves on the 

training and validation dataset are shown in   Fig. 7. The 

metric curves of the Dice coefficient and the Jaccard index are 

shown in Fig. 8 comparatively. When we look at the 

performances of both metrics, it is seen that the Dice 

coefficient is more consistent than the Jaccard index, and it 

provides superiority in loss and similarity rates. It also has 

realized less convergence in the training phase. In terms of 

improving the performance of the modified model, Dropout 

and BN methods were tried and analyzed as the threshold 

value before ReLU activation in the contraction path layer. 

The performances of the Dropout and BN index, which are 

among the missing metrics, on the model were analyzed. The 

comparison of actual image, mask and predicted mask in 

Dropout and BN mode is shown in Fig. 9. Dropout and BN 

loss curves on the training and validation dataset are shown in 

Fig. 10.  
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Fig. 5. Satellite images of four different dimensions, ground reality masks and 

masks predicted 

 

Looking at the loss and metric graphs, it is seen that BN 

improves model performance and follows a stable path 

compared to the dropout method. 

 

 
Fig. 6. Comparison of real image, mask and predicted mask in Dice-

Coefficient and Jaccard-Index mode 

 

 
Fig. 7. Training and validation dataset: loss curves of Dice coefficient and 

Jaccard index 
 

 
Fig. 8. Training and validation dataset: accuracy curves of Dice coefficient 

and Jaccard index 

 

 
Fig. 9. Comparison of real image, mask and predicted mask in Dropout and 

Batch Normalization mode 

 

 
Fig. 10. Training and validation dataset: loss curves of Dropout and Batch 

Normalization 

 

The metric curves of the Dropout and BN are shown in Fig. 

11 comparatively. While the loss rate is 0.84 in the dropout 

method, it is seen that the loss rate decreases to 0.20 when the 

BN method is used. In addition, it was observed that the Dice-

Coefficient metric value increased from 0.83 to 0.87 when the 

BN method was used instead of the dropout method. 
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Fig. 11. Training and validation dataset: accuracy curves of Dropout and 

Batch Normalization 

 

A rational comparison could not be made because 

experimental studies were conducted on different satellite 

image datasets and different metrics were used in the 

literature. However, a summary of the quantitative results 

based on similar studies is given in Table 1. 

 
TABLE I 

QUANTITATIVE COMPARISON OF SATELLITE IMAGE 

SEGMENTATION STUDIES 

Reference  Dataset Model Jaccard % Dice % 

[35] Massachusetts  GMEDN 70.39 - 

[36] WHU ESFNet 85.34 - 

[37] Carvana U-Net - 68.70 

[38] Inria SegNet 70.14 - 

[39] MBRSC U-Net - 87.00 

Our study GPCV U-Net 70.27 87.13 

V. CONCLUSION  

In this study, an end-to-end approach is adopted for binary 

mask classification using a small number of satellite image 

data. The prepared dataset was applied and evaluated in the 

CNN-based U-Net architecture developed by Ronneberger et 

al. The Keras framework and Python language were used to 

implement the U-Net model, facilitate data augmentation, and 

increase the robustness of the training. A patch size of 256 × 

256 pixels was selected as an appropriate window size for the 

U-Net model in our apps. The model tested for the 64 × 64 

pixel patch showed poor performance and resulted in weak 

compatibility. Since the test could not make meaningful 

predictions on the data, it was observed that high loss occurred 

with low accuracy. On the other hand, in the analysis of 128 × 

128 and 512 × 512 pixel patches, overfitting occurred with 

poor performance. F-measure (Dice Coefficient) and 

Intersection Unit (IoU) / (Jaccard Coefficient) metrics were 

used to quantitatively evaluate and compare the performance 

of the proposed method. In comparison, it was seen that the 

dice coefficient was more consistent than the Jaccard index 

and was superior in loss and similarity rates. The BN process, 

in which the biased output distribution obtained from the 

previous layer is corrected, and the dropout process, in which 

some of the feature information obtained from the previous 

layer are randomly disabled are compared to observe the effect 

on the model. Dice Coefficient score was obtained 84% and 

Jaccard Index score was obtained 70%. In addition, the Dice 

Coefficient accuracy score increased from 84% to 87% by 

using the Batch Normalization (BN) method instead of the 

Dropout method in the model. As a result of the analysis, it 

was determined that BN has a noticeable effect on 

performance compared to the Dropout layer.  

In conclusion, considering the qualitative and quantitative 

results obtained in the analyzes performed in this study, the 

modified U-Net model performed well overall with its small 

dataset size and limited computational capacity. 
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