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Abstract. In recent time, some mixed types of alphabets have been
considered for constructing error correcting codes. These constructions
include ZZ2ZZ4−additive codes, ZZ2ZZ2[u]−linear codes et cetera. In this
paper, we studied a class of codes over a mixed ring ZZpR where R =
ZZp + vZZp + v2ZZp, v

3 = v. We determined an algebraic structure of
these codes under certain conditions. We have also constructed a class of
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cyclic code to be a complementary dual (LCD) code has been obtained.
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1 Introduction

As we know, cyclic codes possess a nice algebraic structures as they are easy to
understand and implement. In recent time, linear codes, or in particular cyclic
codes, have been studied over mixed alphabets. In 1973, Delsarte [1] introduced
additive codes which can be viewed as subgroups of the underlying abelian group
of the form ZZα2 × ZZ

β
4 . Later, many scholars paid more attention to additive

codes. Abualrub et al. [2] and Borges et al. [3] introduced ZZ2ZZ4−additive
cyclic codes. They investigated the generator matrix and the duality of the
family of codes. Aydogdu et al. [4],[5] generalized ZZ2ZZ4−additive codes to
ZZ2ZZ2s−additive codes and ZZprZZps−additive codes. Afterwards, some papers
focused on additive codes appeared, such as [6],[7],[8], [9].

LCD codes were first introduced by Massey [10]. This family of codes have
shown effectiveness against side-channel attacks(SCA) and fault injection at-
tacks(FIA) to improve the security related information on sensitive devices
[11]. Authors have explored properties of LCD codes with various conditions
and structures in [12], [13], [14]. To the best of our knowledge, there is no
study yet on linear cyclic codes over ZZp × (ZZp + vZZp + v2ZZp) with v3 =
v. Unlike the finite chain ring ZZp + uZZp + u2ZZp with u3 = 0, the ring
ZZp + vZZp + v2ZZp with v3 = v is a non-chain ring, and hence many alge-
braic properties of ZZp(ZZp + uZZp + u2ZZp) and ZZp(ZZp + vZZp + v2ZZp vary.
We have chosen an other approach to define this class in this paper and then a
class of LCD codes have been constructed.

The paper is organized as follows. In Section 2, we give some basic results
about the ring R = ZZp + vZZp + v2ZZp, v

3 = v, and linear codes over ZZpR. In
Section 3, we study some structural properties of cyclic codes over R. In Section
4, cyclic codes over ZZpR are studied. In Section 5, necessary and sufficient
conditions for cyclic codes to be LCD codes over ZZp are given. Finally, we
construct some LCD codes from ZZpR−linear cyclic codes.

2 Preliminaries

LetR be a commutative ring with characteristic p defined as ZZp+vZZp+v
3ZZp =

{a+vb+v2c | a, b, c ∈ ZZp}, v3 = v. The ring R can be considered as the quotient
ring ZZp[v]/〈v3− v〉. It can be easily checked that R is a principal ideal ring but
not a finite chain ring.

Define ε1 = 1 − v2, ε2 = v+v2

2 and ε3 = v2−v
2 . Then ε2i = εi, εiεj = 0 and

3∑
i=1

εi = 1 for i 6= j and i, j ∈ {1, 2, 3}. By Chinese remainder theorem, we have

R = ε1ZZp ⊕ ε2ZZp ⊕ ε3ZZp.

We define a Gray map on R as follows:

φ : R→ ZZ3
p

a+ vb+ v2c 7→ (a, a+ b+ c, a− b+ c);
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Recall the following definitions.

Definition 1. [15] Let x = (x | r) ∈ ZZαp ×Rβ , where x = (x0, . . . , xα−1) ∈ ZZαp
and r = (r0, . . . , rβ−1) ∈ Rβ. Then the Lee weight of x is defined as

wL(x) = wH(φ(x)),

where wH denotes the Hamming weight.

Definition 2. Let (x,w) ∈ ZZαp × Rβ . Then the Lee distance of x and w is
defined as

dL(x,w) = wL(x−w).

For any element r ∈ R, r can be expressed uniquely as r = a + vb + v2c,
where a, b, c ∈ ZZp. We define the set

ZZpR = {(x, r) | x ∈ ZZp, r ∈ R}.

The ring ZZpR is not an R−module under standard multiplication , but to make
it an R−module, we define the following map:

η : R→ ZZp
r = a+ vb+ v2c 7→ a.

(1)

Clearly the mapping η is a ring homomorphism. For any l ∈ R, we define the
multiplication ? as

l ? (x, r) = (η(l)x, lr).

And the map ? can be naturally generalized to the ring ZZγpR
β as follows.

For any l ∈ R and w = (x0, x1, . . . , xα−1 | r0, r1, . . . , rβ−1) ∈ ZZαpRβ define

l ? w = (η(l)x0, η(l)x1, . . . , η(l)xα−1 | lr0, lr1, . . . , lrβ−1),

where (x0, x1, . . . , xα−1) ∈ ZZαp and (r0, r1, . . . , rβ−1) ∈ Rβ .

Thus we conclude that the ring ZZαpR
β is an R-module under the usual

addition and the multiplication just defined above.

Definition 3. A non-empty subset C of ZZαpR
β is called a ZZpR-linear code if

it is an R−submodule of ZZαpR
β.

Let C be a ZZpR-linear code and let Cα (respectively, Cβ) be the canonical
projection of C on the first α (respectively, on the last β) coordinates. Since the
canonical projection is a linear map, Cα and Cβ are linear codes of lengths α
and β (over ZZp and over R), respectively.

The Euclidean inner product on ZZαpR
β is calculated as follows. For any two

vectors

t = (x0, . . . , xα−1 | r0, . . . , rβ−1), t′ = (x′0, . . . , x
′
α−1 | r′0, . . . , r′β−1) ∈ ZZαp ×Rβ ,
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we have

〈t, t′〉 = (1 + v)

α−1∑
i=0

xix́i +

β−1∑
j=0

rj ŕj .

Let C be a ZZpR-linear code. The dual of C is defined by

C⊥ = {t′ ∈ ZZαp ×Rβ , 〈t, t′〉 = 0 for all t ∈ C}.

A linear code is called an Euclidean LCD (linear complementary dual) code if
C ∩ C⊥ = {0}.

Note that the Euclidean dual of a linear code C of length α over ZZp is defined

as C⊥ = {x ∈ ZZαp | ∀y ∈ C, 〈x, y〉 = 0} where for x, y in ZZαp , 〈x, y〉 =
α∑
i=1

xiyi is

the scalar product of x and y.

3 Cyclic codes over R

This section deals with some structural properties of cyclic codes over R. All
codes are assumed to be linear unless otherwise stated.

A code of length β over R is a nonempty subset of Rβ . A code Cβ is said to
be linear if it is a submodule of the R−module Rβ .

Let Cβ be a linear code over R, define:

Cβ,1 = {a ∈ ZZβp | ε1a+ ε2b+ ε3c,∀a, b, c ∈ Cβ}
Cβ,2 = {b ∈ ZZβp | ε1a+ ε2b+ ε3c,∀a, b, c ∈ Cβ}
Cβ,3 = {c ∈ ZZβp | ε1a+ ε2b+ ε3c,∀a, b, c ∈ Cβ}.

(2)

Then Cβ,1, Cβ,2 and Cβ,3 are linear codes of length β over ZZp. Moreover Cβ
can be uniquely expressed as Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3 with |Cβ | =
|Cβ,1||Cβ,2||Cβ,3| and dL(Cβ) = min {dH(Cβ,i), i = 1, 2, 3}.

Let Gj be generator matrices of linear codes Cβ,j , j = 1, 2, 3 respectively,
then the generator matrix of Cβ is

G =

ε1G1

ε2G2

ε3G3


and the generator matrix of φ(Cβ) is

φ(G) =

φ(ε1G1)
φ(ε2G2)
φ(ε3G3)

 .

The following proposition is straightforward from the definition of the Gray map
φ.
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Proposition 1. Let Cβ be a linear code of length β over R with |Cβ | = M and
minimum Lee distance dL(Cβ) = d. Then φ(Cβ) is a linear code with parameters
(3β,M, d).

A code Cβ is said to be a cyclic, if Cβ is closed under the cyclic shift defined
as:

ρ : Rβ → Rβ ,

ρ(a0, a1, . . . , aβ−1) = (aβ−1, a0, . . . , aβ−2).

Lemma 1. A linear code Cβ of length β over R is cyclic code if and only if Cβ
is a R[x]−submodule of R[x]/〈xβ − 1〉.

Proof. Straightforward.

Now we present some results on cyclic codes over R that are necessary to
further study the cyclic codes over over ZZpR.

Theorem 1. Let Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3 be a linear code of length β
over R. Then Cβ is a cyclic code of length β over R if and only if Cβ,j are cyclic
codes of length β over ZZp for j = 1, 2, 3.

Proof. For any s = (s0, s1, . . . , sβ−1) ∈ Cβ , we can write its components as si =
ε1ai+ ε2bi+ ε3ci, where ai, bi, ci ∈ ZZp, 0 ≤ i ≤ β−1. Let a = (a0, a1, . . . , aβ−1),
b = (b0, b1, . . . , bβ−1), c = (c0, c1, . . . , cβ−1). Then a ∈ Cβ,1, b ∈ Cβ,2 and c ∈
Cβ,3. If Cβ,j is a cyclic code for j = 1, 2, 3. This implies that

ρ(a) = (aβ−1, a0, . . . , aβ−2) ∈ Cβ,1,
ρ(b) = (bβ−1, b0, . . . , bβ−2) ∈ Cβ,2,
ρ(c) = (cβ−1, c0, . . . , cβ−2) ∈ Cβ,3.

(3)

Thus ε1ρ(a) + ε2ρ(b) + ε3ρ(c) = ρ(s) ∈ Cβ , i.e., Cβ is a cyclic code of length β
over R.

Conversely, suppose that Cβ is a cyclic code of length β over R. Let si =
ε1ai + ε2bi + ε3ci, where a = (a0, a1, . . . , aβ−1), b = (b0, b1, . . . , bβ−1) and c =
(c0, c1, . . . , cβ−1). Then a ∈ Cβ,1, b ∈ Cβ,2 and c ∈ Cβ,3.Now for s = (s0, s1, . . . , sβ−1) ∈
Cβ , we have

ρ(s) = (sβ−1, s0, . . . , sβ−2) ∈ Cβ .

This gives
ρ(a) ∈ Cβ,1, ρ(b) ∈ Cβ,2, ρ(c) ∈ Cβ,3, i.e., Cβ,j is a cyclic code of length β

over ZZp for all j = 1, 2, 3.

Theorem 2. Let Cβ = ε1Cβ,1⊕ε2Cβ,2⊕ε3Cβ,3 be a cyclic code of length β over
R. Suppose gj(x) are the monic generator polynomials of cyclic code Cβ,j such
that gj(x) divides xβ − 1 for all j = 1, 2, 3. Then

(i)
Cβ = 〈ε1g1(x), ε2g2(x), ε3g3(x)〉

and |Cβ | = p3β−(deg (g1(x))+deg (g2(x))+deg (g3(x))).
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(ii) There exists a polynomial g(x) ∈ R[x] such that Cβ = 〈g(x)〉, where g(x) =
〈ε1g1(x) + ε2g2(x) + ε3g3(x)〉 which is a divisor of xβ − 1.

Proof. (i) Let Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3 be a cyclic code of length β over
R. Then by Theorem 1, Cβ,j is cyclic code of length β over ZZp for all
j = 1, 2, 3. Since gj(x) is the monic generator polynomial of Cβ,j , we have
Cβ,j = 〈gj(x)〉 ⊆ ZZp[x]/〈xβ − 1〉 for all j = 1, 2, 3. Therefore Cβ has the
following form:

Cβ = 〈ε1g1(x), ε2g2(x), ε3g3(x)〉.

Also, since |Cβ | = |φ(Cβ)| = |Cβ,1||Cβ,2|Cβ,3|, we have

|Cβ | = p3β−(deg (g1(x))+deg (g2(x))+deg (g3(x)).

(ii) The first part gives,

Cβ = 〈ε1g1(x), ε2g2(x), ε3g3(x)〉.

Let g(x) = ε1g1(x) + ε2g2(x) + ε3g3(x). Then it can easily be seen that
〈g(x)〉 ⊆ Cβ . Moreover, ε1g1(x) = ε1g(x), ε2g2(x) = ε2g(x) and ε3g3(x) =
ε3g(x), which concludes Cβ ⊆ 〈g(x)〉 and hence Cβ = 〈g(x)〉.
Now for all j = 1, 2, 3, suppose gj(x) is the monic generator polynomials of
Cβ,j . Thus gj(x) divides xβ−1 such that xβ−1 = hj(x)gj(x), which further
implies that εj(x

β − 1) = εjhj(x)gj(x). So that,
xβ − 1 = (ε1 + ε2 + ε3)xβ − (ε1 + ε2 + ε3).

= ε1(xβ − 1) + ε2(xβ − 1) + ε3(xβ − 1)
= ε1h1(x)g1(x) + ε2h2(x)g2(x) + ε3h3(x)g3(x)
= (ε1h1(x) + ε2h2(x) + ε3h3(x))(ε1g1(x) + ε2g2(x) + ε3g3(x)) (be-

cause ε2i = εi, εiεj = 0 where i = 1, 2, 3 and i 6= j).
= (ε1h1(x) + ε2h2(x) + ε3h3(x))g(x).

Therefore, g(x) is a divisor of xβ − 1.

Corollary 1. Let Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3 be a cyclic code of length β
over R. Then C⊥β = ε1C

⊥
β,1 ⊕ ε2C⊥β,2 ⊕ ε3C⊥β,3 is also a cyclic code of length β

over R, where C⊥β,j is a cyclic code of length β over ZZp for all j = 1, 2, 3.

Corollary 2. Let Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3 be a cyclic code of length β
over R. Suppose gj(x) is the monic generator polynomial of the cyclic code Cβ,j ,
which divides xβ − 1 for all j = 1, 2, 3. Then

1. C⊥β = 〈ε1h∗1(x), ε2h
∗
2(x), ε3h

∗
3(x)〉 and |C⊥β | = p

3∑
j=1

(deg (gj(x)))

.

2. C⊥β = 〈h∗(x)〉, where h∗(x) = 〈ε1h∗1(x) + ε2h
∗
2(x) + ε3h

∗
3(x)〉,

where xβ − 1 = hj(x)gj(x) for some hj(x) ∈ ZZp[x], and h∗j (x) are the reciprocal

polynomials of hj(x), that is, h∗j (x) = xdeg(hj(x))hj(x
−1) for j = 1, 2, 3.
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4 Cyclic codes over ZZpR

In this section, we study some structural properties of cyclic codes over ZZpR.
Recall that a linear code of length (α, β) over ZZpR, we mean a submodule of
R-module ZZαp ×Rβ .

Definition 4. A linear code C over ZZαpR
β is called cyclic code if C satisfies

the following two conditions.

(i) C is an R−submodule of ZZαpR
β, and

(ii) (
cα−1, c0, . . . , cα−2 | c′β−1, c′0, . . . , c′β−2

)
∈ C,

whenever (
c0, c1, . . . , cα−1 | c′0, c′1, . . . , c′β−1

)
∈ C.

LetRα,β =
ZZp[x]
〈xα−1〉×

R[x]
〈xβ−1〉 . In polynomial form, each codeword a = (c0, c1, . . . , cα−1 |

c′0, c
′
1, . . . , c

′
β−1) of a cyclic code can be represented by a pair of polynomials as:

a(x) =
(
c0 + c1x+ · · ·+ cα−1x

α−1 | c′0 + c′1x+ · · ·+ c′β−1x
β−1 )

= (c(x) | c′(x)) ∈ Rα,β .

Let f(x) = f0 + f1x+ · · ·+ ftx
t ∈ R [x] and let (c(x) | c′(x)) ∈ Rα,β . Then the

multiplication is defined by the basic rule

f(x) ? (c(x) | c′(x)) = (η(f(x))c(x) | f(x)c′(x)),

where η(f(x)) = η(f0) + η(f1)x+ · · ·+ η(ft)x
t.

Lemma 2. A code C of length (α, β) over ZZpR is a cyclic code if and only if
C is left R[x]−submodule of Rα,β.

Proof. Since xa(x), in Rα,β , represents the cyclic shift of the codeword a ∈ C
whose polynomial form is a(x) = (c(x) | c′(x)), the remaining part of the proof
is straightforward.

We now extend the result of Theorem 2 to the ring ZZpR as follows.

Theorem 3. Let C be a cyclic code of length (α, β) over ZZpR. Then

C = 〈(f(x) | 0), (`(x) | g(x))〉,

where f(x), `(x) ∈ ZZp[x]/〈xα − 1〉, f(x) is a divisor of xα − 1 and g(x) is a
divisor of xβ − 1.

A ZZpR−linear code C of length (α, β) is called a separable code if C =
C ′α ⊗C ′β , while considering C ′α and C ′β as punctured codes of C by deleting the
coordinates outside the α and β components, respectively.
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Proposition 2. Let C = 〈(f(x) | 0), (`(x) | g(x))〉 be a linear cyclic code of
length (α, β) over ZZpR. Then,

1. deg (`(x)) < deg (f(x)) and f(x) | g3(x)`(x).
2. C ′α = 〈gcd(f(x), `(x))〉 and C ′β = 〈g(x)〉.

Lemma 3. Let C = 〈(f(x) | 0), (`(x) | g(x))〉 be a linear cyclic code of length
(α, β) over ZZpR. Then, f(x) | `(x) if and only if `(x) = 0.

The following Lemma is a direct consequence of Lemma 3.

Lemma 4. Let C = 〈(f(x) | 0), (`(x) | g(x))〉 be a linear cyclic code. Then the
following assertions are equivalent:

(i) C is a separable,
(ii) f(x) | `(x),

(iii) C = 〈(f(x) | 0), (0 | g(x))〉. Thus, for a separable code, we obtain

C ′α = 〈gcd(f(x), 0)〉 = 〈f(x)〉 = Cα, and C ′β = 〈g(x)〉 = Cβ .

Theorem 4. Let C = Cα ⊗ Cβ be a linear code over ZZpR of length (α, β),
where Cα is linear code over ZZp of length α and Cβ is linear code over R of
length β. Then C is a cyclic code if and only if Cα is a cyclic code over ZZp and
Cβ is a cyclic code over R.

Proof. Let (c0, c1, . . . , cα−1) ∈ Cα and let (c′0, c
′
1, . . . , c

′
β−1) ∈ Cβ . If C = Cα⊗Cβ

is a cyclic code over ZZpR, then(
cα−1, c0, . . . , cα−2, c

′
β−1, c

′
0, . . . , c

′
β−2
)
∈ C,

which implies that
(cα−1, c0, . . . , cα−2) ∈ Cα

and
(c′β−1, c

′
0, . . . , c

′
β−2) ∈ Cβ .

Hence, Cα is a cyclic code over ZZp and Cβ is a cyclic code over R.
On the other hand, suppose that Cα is a cyclic code over ZZp and Cβ is a

cyclic code over R. Note that

(cα−1, c0, . . . , cα−2) ∈ Cα

and (
c′β−1, c

′
0, . . . , c

′
β−2
)
∈ Cβ .

Since C = Cα ⊗ Cβ , then(
cα−1, c0, . . . , cα−2, c

′
β−1, c

′
0, . . . , c

′
β−2
)
∈ C,

so C is a cyclic code over ZZpR.

By Theorems 1 and 4, we have the following corollary.
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Corollary 3. Let C = Cα ⊗ Cβ be a linear code over ZZpR of length (α, β),
where Cα is linear code over ZZp of length α and Cβ is linear code over R of
length β. Then C is a cyclic code if and only if Cα is a cyclic code over ZZp and
Cβ,j is a cyclic code over ZZp, where j = 1, 2, 3.

In Theorem 3, we have studied the generator polynomial for a cyclic code over
ZZpR of length (α, β). Now here we study the generator polynomial for a sepa-
rable cyclic code over ZZpR of length (α, β) as follows.

Theorem 5. Let C = Cα ⊗ Cβ be a cyclic code over ZZpR of length (α, β),
where Cα = 〈f(x)〉 and Cβ = 〈g(x)〉. Then C = 〈f(x)〉 ⊗ 〈g(x)〉.

5 Conditions for complementary duality

A linear complementary dual (LCD) code is a linear code C whose dual C⊥

satisfies the condition C ∩C⊥ = {0}. In this section, we obtain some conditions
on cyclic codes and negacyclic codes over ZZpR to be LCD codes.

It is proved in paper [16] that if gcd(β, p) = 1, then xβ−1 factorizes uniquely
into distinct monic pairwise co-prime basic irreducible polynomials over ZZp. Let

xβ − 1 = f1(x), f2(x), . . . fl(x). (4)

By setting gi = fi for i = {1, 2, . . . ,m} and hjh
∗
j = fs+j for j = {1, 2, . . . , r}

in (4), we obtain the following factorization

xβ − 1 = g1(x) . . . gm(x) (h1(x)(h∗1)(x) . . . hr(x)(h∗r)(x)) . (5)

Lemma 5. Let β be an integer such that gcd(β, p) = 1. Then if g(x) is a gen-
erator polynomial for a cyclic code of length β over R, C is an LCD code if
and only if gcd(g(x), h∗(x)) = 1, where h∗ is the monic reciprocal polynomial of

h(x) = xβ−1
g(x) .

Proof. Let h∗ be the generator polynomial of C⊥. Therefore, the polynomial
g̃ = lclm(g(x), h∗(x)) is the generator polynomial of the cyclic code C ∩ C⊥.
Now C ∩ C⊥ = {0} if and only if g̃(x) has degree β and xβ − 1 is divisible
by g(x) and h∗(x), deg(g(x)) = β − k and deg(h∗(x)) = k. This implies that
deg(g̃(x)) = β if and only if gcd(g(x), h∗(x)) = 1.

Theorem 6. If g(x) is the generator polynomial of a q-ary cyclic code C of
length β, then C is an LCD code if and only if g(x) is self-reciprocal and all
the monic irreducible factors of g(x) have the same multiplicity in g(x) and in
xβ − 1.

Proof. Let gcd(β, p) = 1. Now suppose that C is an LCD code by Lemma 5.
Then we have that gcd(g(x), h∗(x)) = 1. Since

xβ − 1 = g(x)h(x) = g∗(x)h∗(x), (6)



A Class of LCD Codes Through Cyclic Codes Over ZZpR 17

then we must have that g(x) divides g∗(x). Hence g(x) = g∗(x); which means
that g(x) is self-reciprocal. Thus gcd(g(x), h∗(x)) = 1 implies that gcd(g∗(x), h∗(x)) =
1, and hence gcd(g(x), h(x)) = 1. As

xβ − 1 = g(x)h(x), (7)

we have that all the irreducible factors of g(x) must have multiplicity ps.
Conversely, suppose that g(x) is not self-reciprocal so then g(x) does not

divide g∗(x). From (6), gcd(g(x), h∗(x)) 6= 1 and by Lemma 5, we have that C is

not an LCD code. Finally, suppose that g(x) is self-reciprocal, so is h(x) = xβ−1
g(x) .

Now suppose that some monic irreducible factor of g(x) has multiplicity less than
ps. From (7), it follows that 1 6= gcd(g(x), h(x)) = gcd(g(x), h∗(x)), so then by
Lemma 5, C is not an LCD code.

Theorem 7. Consider gcd(β, p) = 1. Then the cyclic LCD code C of length β
over R is generated by

g(x) = ga11 (x) . . . gamm (x)
(
hb11 (x)h∗b11 (x) . . . hbrr (x)h∗brr (x)

)
, (8)

where ai, bi ∈ {0, ps} for all 1 ≤ i ≤ m, 1 ≤ j ≤ r.

Proof. Let C be an LCD cyclic code with generator polynomial g(x), so then
g(x) divide xβ − 1. Furthermore, suppose that

g(x) = ga11 (x) . . . gamm (x)
(
hb11 (x)h∗c11 (x) . . . hbrr (x)h∗crr (x)

)
, (9)

where for 1 ≤ i ≤ m, ai ≤ ps, for 1 ≤ i ≤ r, bi, ci ≤ ps. From Theorem 6, C is an
LCD code if it satisfies

g(x) = g∗(x) = g∗a11 (x) . . . g∗amm (x)
(
h∗b11 (x)hc11 (x) . . . h∗brr (x)hcrr (x)

)
. (10)

Since all the factors gi are self-reciprocal, then the equality (10) is true if and
only if bi = ci for all 1 ≤ i ≤ r.

6 Linear complementary dual cyclic codes over ZZpR

In this section, we briefly discuss the cyclic codes to be LCD codes over IFqR,
and give some examples for better understanding of our study.

Proposition 3. Let Cα be a cyclic code over ZZp. Then Cα is an LCD code if
and only if g(x) is a self-reciprocal polynomial, i.e., g∗(x) = g(x).

Proof. Suppose that Cα is an LCD code. Then by Lemma 3, we have gcd(g, h∗) =
1, which further implies that g(x) must divide g∗ since

xα − 1 = g(x)h(x) = g∗(x)h∗(x). (11)

Conversely, suppose that g(x) is not a self-reciprocal polynomial, i.e., g(x) does
not divides g∗(x). It follow from (11) that gcd(g, h∗) 6= 1, and hence by Lemma
3, C is not LCD code over ZZp.
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Theorem 8. Let Cβ = 〈ε1g1(x), ε2g2(x), ε3g3(x)〉 be a cyclic code over R. Then
Cβ is a LCD code over R if and only if gj(x) is a self-reciprocal polynomial over
ZZp for all j = 1, 2, 3.

Proof. Let gj(x) is the monic generator polynomial of Cβ,j for j = 1, 2, 3, respec-
tively. Then by Proposition 3, Cβ,j is an LCD code over ZZp, i.e., Cβ,j ∩C⊥β,j =
{0}. Thus, as Cβ = ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3, we have

Cβ ∩ C⊥β = (ε1Cβ,1 ⊕ ε2Cβ,2 ⊕ ε3Cβ,3)

∩
(
ε1C

⊥
β,1 ⊕ ε2C⊥β,2 ⊕ ε3C⊥β,3

)
= ε1(Cβ,1 ∩ C⊥β,1)⊕ ε2(Cβ,2 ∩ C⊥β,2)⊕ ε3(Cβ,3 ∩ C⊥β,3)
= {0}. Hence Cβ is LCD code over R.

Conversely, assume that Cβ is LCD code over R, i.e., Cβ ∩ C⊥β = {0}. Also

Cβ ∩ C⊥β = ε1(Cβ,1 ∩ C⊥β,1)⊕ ε2(Cβ,2 ∩ C⊥β,2)⊕ ε3(Cβ,3 ∩ C⊥β,3).

Therefore Cβ,j ∩C⊥β,j = {0} only if Cβ ∩C⊥β = {0}. Hence Cβ,j is an LCD code
over ZZp for all j = 1, 2, 3.

Proposition 4. Let C be a cyclic code of length (α, β) over ZZpR. Then C =
Cα ⊗ Cβ,j is an LCD code of length (α, β) if and only if Cα and Cβ,j are LCD
codes of length α and β over ZZp, for j = 1, 2, 3.

Proof. By noting that C∩C⊥ = (Cα⊗Cβ,j)∩(C⊥α ⊗C⊥β,j) = (Cα∩C⊥α )⊗(Cβ,j∩
C⊥β,j), we have C∩C⊥ = {0} if and only if Cα∩C⊥α = {0}, and Cβ,j∩C⊥β,j = {0}.
Hence C is an LCD codes if and only if Cα and Cβ,j are LCD codes over ZZp
for all j = 1, 2, 3.

7 Conclusion

In this paper, we have given the new structure of cyclic codes over a new mixed
alphabet ring ZZpR where R = ZZp + vZZp + v2ZZp, v

3 = v. We have also
constructed a class of LCD cyclic codes over ZZpR. A necessary and sufficient
condition for a cyclic code to be a complementary dual (LCD) code has been
obtained.
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