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Abstract 

Regression algorithms are statistical techniques used to predict the value of a dependent variable, based on one or more independent 

variables. These algorithms are commonly used in fields such as economics, finance, and engineering. Temperature prediction is a 

specific application of regression analysis. In this case, the dependent variable is temperature and the independent variables include 

factors such as humidity, speed of the wind, direction of the wind, and precipitation. There are many different types of regression 

algorithms, each with its strengths and weaknesses. The study compares the performance of multiple regression models in predicting 

the average air temperature, using one month's weather data for the Besiktas district of Istanbul. A total of six different regression 

models, including ridge, lasso, linear, polynomial, random forest (RF), and support vector (SV) regressions, were included in the 

study. Among the regression models trained and tested on two different data sets, the three most successful models in predicting 

average air temperature were lasso, RF, and polynomial regressions (PRs), respectively. 
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1.  Introduction  

 

Temperature is one of the most important weather parameters (Abdel-Aal, 2004), and the prediction of air temperature is a complex 

process that is a challenging task for researchers (Riordan & Hansen, 2002). In recent years, there has been an increasing interest in the 

development of regression algorithms for temperature prediction. A variety of approaches have been proposed, including linear and 

nonlinear methods. In general, linear methods are more efficient and easier to implement (Bastien et al., 2005), but nonlinear methods 

may be more accurate. Temperature prediction is a difficult problem due to the complex nature of the atmosphere. However, significant 

progress has been made in recent years thanks to advances in computing power and data availability. Regression algorithms have 

become very popular (Benyahya et al., 2007) in the literature as they are a promising approach for further improvement in temperature 

prediction accuracy. 

 

Alaruri and Amer (Alaruri & Amer, 1993) performed least-squares linear regression (LR) analysis on the weather data recorded in 

Kuwait in 1985, 1986, and 1987 and determined the inputs that should be selected based on the performances. Houthuys et al. (Houthuys 

et al., 2017) developed a novel model called multi-view least squares SV machines regression. The developed model was tested on a 

weather dataset. The model performed well on test data with a minimum of 1.14 mean absolute error (MAE). Karna et al. (Karna et al., 

2018) trained a simple LR model for a similar weather dataset. The model achieved a minimum of 1.78 MAE on test data. Duan et al. 

(Duan et al., 2019) trained SV regression models with different kernel parameters for air temperature prediction. The radial basis 

function (RBF) core showed the best performance on test data. Holmström et al. (Holmstrom et al., 2016) compared the performance 

of linear and functional regression models in predicting weather temperature. The linear model was clearly more successful. Shafin 

(Shafin, 2019) trained three different regression models, linear, polynomial, and SV, to predict mean air temperature. PR and SV 

regression models on the test data showed close success and the results were better than the LR model. Chevalier (Chevalier, 2008) 

compared the performance of artificial neural networks (ANNs) and SV regression on a weather dataset. SV regression performed 

better than ANN in predicting air temperature. Jakaria et al. (Jakaria et al., 2020) trained three different regression models, ridge, RF, 

and SV, to predict air temperature. The results showed that the RF regression model performed best in predicting air temperature. Zhang 

et al. (Zhang et al., 2021) compared the air temperature prediction performance of the RF regression model with numerical-based 

weather predicting methods. The RF regression model made observably superior predictions. Vicente-Serrano et al. (Vicente-Serrano 

et al., 2003) compared the success of linear-nonlinear regression models in predicting air temperature with the success of numerical-

based weather predicting methods. The results showed that the regression models produced more accurate predictions. 

 

Although regression algorithms are widely used in air temperature predicting, few studies train multiple regression algorithms on actual 

weather datasets and compare their performance. This study will therefore be useful for filling this gap in the literature. The main 

contributions of this manuscript are as follows:  

• First, the paper compares the performance of linear, polynomial, lasso, ridge, SV (different kernels), and RF regressions in air 

temperature prediction.  

• Second, a case study for Besiktas, Istanbul is conducted with the dataset that includes 1-month weather data provided by Istanbul 

Metropolitan Municipality.  

• Third, a superior air temperature prediction model is discussed. 

During the case study inputs are effectively assigned by the backward elimination method. The data that is thought to be corrupt is 

filtered out from the data set. Since there is no certainty that the data is corrupt, models are trained and tested on two data sets. The 

average of the R2 scores obtained in the two data sets is taken and the relevant regression models are ranked according to their 

performance. 

 

This paper is organized as follows. Section 2 describes the materials and methods used in the study, including the dataset used and a 

discussion of the various regression algorithms used. Section 3 presents the results of the analysis for both raw and processed data. 

Finally, the conclusions are presented in Section 4. 

 

Terminology 

a Coefficient of the polynomial function 

b Model coefficient 

d Degree of the polynomial function 

n Number of samples 

p Number of features 

w Normal vector to the surface 

x Independent variable 

y Dependent variable 

ϵ Maximum error 

λ Adjustable penalty 
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2.  Materials and Methods 

2.1.  Data set 

The data set used in the study was obtained from the open data portal of Istanbul Metropolitan Municipality. The data source contains 

minimum temperature, maximum temperature, average temperature, minimum humidity, maximum humidity, average humidity, 

minimum wind speed, maximum wind speed, average wind speed, minimum wind direction, maximum wind direction, average wind 

direction, minimum precipitation, maximum precipitation, average precipitation, minimum road temperature, maximum road 

temperature, average road temperature, minimum felt temperature, maximum felt temperature and average felt temperature data 

collected in April 2021 from sensors located in various locations in Istanbul. These data were filtered to be Besiktas district based on 

location, and only average values based on data. The inputs and outputs of the final model are given in Figure 1. 

 

 

Figure 1. Inputs and output of regression models to be trained 

Whether the determined inputs were assigned correctly or not was questioned by the backward elimination method. The method begins 

by fitting a full model with all possible independent variables, and then iteratively removes the least significant independent variables 

one by one until the remaining independent variables are all significant. The significance level for removal is chosen by the user 

(selected as 0.05) and serves as a threshold for determining statistical significance. Some statistical data of the backward elimination 

method are presented in Table 1. Since the P-value for each feature is below the significance level, it can be said that the inputs are 

assigned correctly. 

Table 1. Statistical outputs of the backward elimination method 

Variable Coefficient 
Standard 

Error 
t P > | t | [0.025 0.975] 

Humidity 0.0587 0.005 12.467 0.000 0.049 0.068 

Wind 0.8521 0.147 5.793 0.000 0.563 1.141 

Direction of wind 0.0419 0.002 20.868 0.000 0.038 0.046 

Precipitation -2.6179 0.519 -5.040 0.000 -3.638 -1.598 

 

The station collected hourly data from April 1 to April 30. The visualization of the collected average temperature data is presented in 

Figure 2. 
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Figure 2. Average temperature data collected from April 1 to April 30 

It is important to define the final model parameters given in Figure 1 to determine the regression model to be established and to train 

the model efficiently. Here, the average relative humidity (RH) is the average humidity (%RH) measured from the related sensor, the 

average wind is the average wind speed measured from the related sensor (km/h), the average direction of the wind is the average wind 

direction measured from the related sensor (km/h), the average precipitation is the average precipitation amount measured from the 

related sensor (kg/m²) and the average temperature are defined as the average temperature measured from the relevant sensor (ºC). The 

relationship between the variables can be visualized in Figure 3. 

 

 

Figure 3. Visualization of relationships between inputs and output 
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Looking at the data set, it is seen that some values are stacked to zero in the input features other than the average humidity. Although 

it is not certain, values that are exactly zero can be considered as the sensor not working properly at that time. For this very reason, both 

the data set visualized in Figure 3 and the data set from which the sensor data, which is thought to be corrupt, is deleted, will be used 

in the study. This data set is shown in Figure 4. In this data set, each feature was evaluated separately and rows that were exactly equal 

to zero were deleted. The average precipitation values still seem to be stacked to zero, but this is because the values are very close to 

zero. Since these values are not exactly zero, they were not removed from the data set. 

 

 

Figure 4. Visualization of relationships between inputs and outputs (exact zero values deleted) 

2.2.  Regression algorithms 

Many regression algorithms can be used for air temperature prediction, including linear (Avdakovic et al., 2013), ridge (Lan & Zhan, 

2017), lasso (Al-Obeidat et al., 2020), SV (Paniagua-Tineo et al., 2011), RF (He et al., 2022), and PR (Bahrami & Mahmoudi, 2022). 

LR is a simple and widely used method that models the linear relationship between the independent variables and the dependent 

variable. Ridge regression and lasso regression are both variations of LR that introduce regularization terms in the objective function 

to prevent overfitting and improve model generalization. SV regression is a non-linear method that uses the idea of SV to find the 

hyperplane that maximally separates the data points in the predictor space and then uses this hyperplane to make predictions. RF is an 

ensemble method that combines the predictions of multiple decision trees trained on different subsets of the data, resulting in improved 

predictive accuracy and reduced overfitting. PR is a method that models the relationship between the independent variables and the 

dependent variable using a polynomial function of a specified degree. These algorithms can be trained on historical temperature data 

and used to make predictions of future temperature values. The study includes linear, polynomial, lasso, ridge, SV, and RF regression 

algorithms for air temperature prediction and compares these methods according to their performance. 

2.2.1.  Linear regression 

LR is a method for modeling the linear relationship between a dependent variable and one or more independent variables. It is based 

on the idea of finding the line (or hyperplane in the case of multiple independent variables) that best fits the data. To fit a LR model, 

parameters must be found that minimize the sum of the squared errors between the predicted values and the actual values. The objective 

function for LR is shown in Equation 1, where ỹ is the predicted output value and y̅ is the actual output value. 

 

∑  

n

i=1

  (yi̅ − yĩ)
2 

 

(1) 
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2.2.2.  Polynomial regression 

PR is a method for modeling the relationship between the predictor variables and the response variable by fitting a polynomial function 

of a specified degree. It is based on the idea of extending LR by adding extra features that are powers of the original features. The 

equation of a PR model with one independent variable is given in Equation 2. 

 

y = a0 + a1x + a2x2 + ⋯ + adxd (2) 

 

The objective function for PR is similar to the objective function defined for LR. Only the polynomial function given in Equation 2 is 

used instead of the simple linear function. 

2.2.3.  Lasso regression 

Lasso regression is a variation of LR that introduces a regularization term in the objective function to prevent overfitting and improve 

model generalization. It is based on the idea of finding the line or hyperplane that best fits the data while also limiting the complexity 

of the model by reducing the magnitude of the coefficients. To fit a lasso regression model, an optimization algorithm must be used 

that can process the absolute value of the coefficients in the term regularization. A commonly used method is the coordinate descent 

method, which iteratively optimizes each coefficient while keeping the others constant. The objective function for lasso regression is 

shown in Equation 3. 

 

∑  

n

i=1

 (yi − b0 − ∑  

p

i=1

 bjxij)

2

+ λ ∑  

p

j=1

  |bj| 

 

(3) 

 

2.2.4.  Ridge regression 

Ridge regression and lasso are both techniques for regularizing LR models. Regularization is a way to prevent overfitting by adding a 

penalty term to the objective function. In lasso regression, the penalty term is the sum of the absolute values of the coefficients, while 

in ridge regression it is the sum of the squares of the coefficients. This has the effect of shrinking the coefficients towards zero and can 

help reduce overfitting. The objective function for ridge regression is shown in Equation 4. 

 

∑  

n

i=1

 (yi − b0 − ∑  

p

i=1

 bjxij)

2

+ λ ∑  

p

j=1

  bj
2 

 

(4) 

 

2.2.5.  Support vector regression 

SV regression is based on the idea of finding the hyperplane in the high-dimensional feature space that maximally separates the data 

points and then using this hyperplane to make predictions. To fit a SV regression model, the optimization problem given in Equation 5 

must be solved. 

 

MIN
1

2
∥ 𝐰 ∥2 with the constraint of |yi − bixi| ≤ ε. (5) 

 

2.2.6.  Random forest regression 

RF regression is an ensemble method that combines the predictions of multiple decision tree regressors to make predictions. A decision 

tree regressor is a tree-like model that makes predictions by recursively partitioning the data based on the feature values. The prediction 

for a given sample is computed as the mean response value of the samples in the leaf node to which it belongs. The RF architecture for 

classification and regression analysis is given in Figure 5. 
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Figure 5. Architecture of the RF model (Verikas et al., 2016) 

2.3.  Implementation of regression algorithms 

In the study, Python programming language was preferred for regression analysis due to the abundance of libraries and resources 

specially designed for data analysis (Stančin & Jović, 2019) and statistical modeling (Seabold & Perktold, 2010). Python has many 

libraries such as NumPy, Pandas, and Scikit-learn that make it easy to do regression analysis (Massaron & Boschetti, 2016). Pandas 

library was used to collect weather data, Matplotlib library for visualization of raw and processed data, Statsmodel library for accurate 

assignment of model inputs (data preparation), and Scikit-learn library for model development (training, evaluation, tuning) in the 

study. The development steps for the air temperature prediction regression model in Python and which libraries are used in which steps 

are shown in Figure 6. 

 

 

Figure 6. Development steps for the air temperature prediction regression model 
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3.  Results 

3.1.  Results of raw data 

The section presents the performances of the regression algorithms trained with the raw data set in Figure 3. 70% of the data is reserved 

for training purposes and 30% for testing purposes. The adjustable parameters of the linear, polynomial, lasso, ridge, SV, and RF 

regression algorithms are optimized to give the best results. The R2 scores obtained as a result of applying the relevant regression 

algorithms to the test data are shown in Figure 7. 

 

 

Figure 7. R2 scores in air temperature prediction of regression models (raw data) 

3.2.  Results of processed data 

The section presents the performances of the regression algorithms trained with the processed data set in Figure 4. 70% of the data is 

reserved for training purposes and 30% for testing purposes. The adjustable parameters of the linear, polynomial, lasso, ridge, SV, and 

RF regression algorithms are optimized to give the best results. The R2 scores obtained as a result of applying the relevant regression 

algorithms to the test data are shown in Figure 8. 

 

 

Figure 8. R2 scores in air temperature prediction of regression models (processed data) 
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3.3.  Combined results 

Since there are two different types of data (raw and processed) in the study, it would be reasonable to compare the performance of the 

regression algorithms by averaging the R2 scores obtained from these data. An average of the results obtained in Figure 7 and Figure 8 

is given in Figure 9. The average scores obtained will be used to compare the performance of the respective regression algorithms in 

predicting air temperature. 

 

 

Figure 9. Average R2 scores in air temperature prediction of regression models (combined data) 

4.  Conclusions 

 
Temperature prediction is a challenging problem that has received considerable attention in recent years. A wide variety of methods 

have been proposed for tackling this problem, with varying degrees of success. One approach that has shown promise is the use of 

regression algorithms. Regression-based models can be used to learn the relationships between temperature and a variety of potential 

predictive factors, such as historical temperatures, atmospheric conditions, and so on. These models can then be used to make 

predictions about future temperatures. The development of robust regression algorithms is therefore an important area of research with 

the potential to improve the ability to predict future temperature changes. 

 

The study compares the performance of multiple regression models in predicting air temperature. For the training and testing of the 

models, 1-month measurement data of the district of Besiktas, Istanbul, dated April 2021, was used. While the inputs of the regression 

models were selected as average humidity, average wind, the average direction of the wind, and average precipitation, the output was 

determined as average temperature. The data set is divided into raw data and processed data. The processed data is created by deleting 

rows that are exactly equal to zero in the raw data. Among the models trained and tested with raw data, the three most successful models 

were the ridge (R2 score of 0.5417), polynomial (R2 score of 0.5407), and lasso (R2 score of 0.5329) regression models, respectively. 

Among the models trained and tested with processed data, the three most successful models were the SV (linear kernel, R2 score of 

0.6000), RF (R2 score of 0.5875), and LR (R2 score of 0.5830) models, respectively. Since these two discrete results cannot be used to 

rank regression models, the R2 score average of the two results was taken. Accordingly, the three most successful models for 

temperature prediction were the lasso (R2 score of 0.5461), RF (R2 score of 0.5438), and PR (R2 score of 0.5364) models, respectively.  
 

An analysis of the R2 score values for the models trained on both processed and raw data revealed that lasso regression is the most 

effective method for predicting air temperature. However, when the analysis was limited to models trained only on processed data, a 

different outcome emerged. Linear kernel-structured SV regression performs superiorly in this case. This difference is due to the 

dependence of regression model performance on the quality and characteristics of the training dataset. Notably, the results presented in 

this paper could be further enhanced by expanding the dataset or implementing advanced data processing techniques. Nonetheless, the 

paper serves as a useful guide for researchers and practitioners in selecting suitable regression models for air temperature estimation. 

The study indicates that, with well-processed data, linear kernel-structured SV regression may be a better choice than lasso regression 

for air temperature prediction, according to the paper. 
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