JOURNAL OF UNIVERSAL MATHEMATICS
Vor.6 No.2 pp.161-182 (2023)
ISSN-2618-5660

DOI: 10.33773/jum.1233884

LOCAL EXISTENCE AND REGULARITY OF SOLUTIONS FOR
SOME SECOND ORDER DIFFERENTIAL EQUATION WITH
INFINITE DELAY

MIAILOU NAPO, MOHAMADO KIEMA, AND ISSA ZABSONRE

0000-0002-2968-8481

ABSTRACT. In this work, we study the existence and regularity of solutions for
some second order differential equations with infinite delay in Banach spaces.
We suppose that the undelayed part admits a cosine operator in the sense given
by Da Prato and Giusi, [ G. Da Prato and E. Giusi, Una caratterizzazione dei
generatori di funzioni coseno astratte, Bollettino dell’Unione Matematica Ital-
iana, 22, 357-362, (1967)]. The delayed part is assumed to be locally Lipschitz.
Firstly, we show the existence of the mild solutions. Results are obtained by
using Schauder and Banach-Piccard fixed point theorems. We also prove that
the mild solution continuously depends on initial data. Secondly, we give suf-
ficient conditions ensuring the existence of strict solutions. Last section is
devoted to an application.

1. INTRODUCTION

In this work, we prove the existence and regularity of solutions for the following
second order differential equations with infinite delay

2" (t) = Ax(t) + f(t,x¢,x}) for t >0
(1.1) o=@ € By
xy = ¢ € Ba,

where A is the infinitesimal generator of a strongly continuous cosine family of
linear operators in X, B is a Banach space of C'*'-functions mapping ] — oo, 0] to X
and complying with some assumptions that will be introduced later. For 0 < a < 1,
A is the fractional a-power of A, this operator ((—A)*, D((—A)%)) will be given
later. We assume that f is defined on a subspace B, of B with values in X, where
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B, is defined by
Bo={p € B; p(0) € D(A%) for § < 0 and A%p € B},
the function A%y is defined by

(A%p)(0) = A%((0)),

B, is endowed with the following norm ||h||g, = |h|s, + |F|s, for all h € B, with
lolg, = sup |@(0)|q, the norm | . |, will be specified later. For every t > 0, z;
0<0

denotes the history function of B defined by
(1.2) 2¢(0) = z(t +6) for 6 <0.

This work is motivated by [15], where the authors studied the existence and regular-
ity of solutions for some second order partial differential equations finite delay; they
assumed that f : RT xC xC — X , where C is the space of continuous differentiable
functions from [—r,0] to X endowed with the following norm ||h|| = |h| + |R/| for
all h € C. Here by introducing a-norm and infinite delay, we obtain results which
are more general than those obtained in [15].

The cosine families of operators were first extensively studied by G. Da Prato [4]
and M. Sova [11, 12]. The most fundamental and extensive work on cosine families
is that of H.O Fattorini in [5, 6].

Some recent contributions which used the cosine families in study of the quanti-
tative theory of differential equations and control theory are made. We can refer the
readers to works of J. M. Jeong and al [9], F.S. Acharya [1], R. Ameziane Hassani
and al [8], D.N. Pandey and al [10]. In 1991, J. Bochenek [3], used the theory of
cosine families to investigate the existence of solutions for the following semilinear
second order differential equation initial value problem

w3 z"(t) = Ax(t) + g(z(t), ' (¢)) for t € [0, T
1.3
:C(O) =x9€ X :C/(O) =x; € X.

However equation (1.3) and most other problems using cosine families theory are
studied without delayed arguments.

We notice that in usual life, one reacts with a certain delay of sanding, or takes
into consideration the past events to make some decisions. It is important to take
into account the time-delay to study many phenomena in industrial processes, eco-
nomic and biological systems. Time-delay has a major influence on the stability
and asymptotic behavior of such dynamic systems, it is unavoidable to include it
in the mathematical description.

To take into account the delay, the authors in [15], proved the existence and regular-
ity of solutions for equation (1.1) with finite delay. They gave sufficient conditions
ensuring the existence of strict solutions.

The present work generalizes the results obtained in [15] by using the a-norm and
the infinite delay.

This work is organized as follows:
In Section 2, we collect some background materials required throughout the pa-
per. In Section 3, we prove the existence of solutions of equation (1.1). Section
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4 is devoted to the study of regularity solutions. Last Section is devoted to an
application.

2. Preliminary results

Definition 2.1. A one parameter family (C(t))icr of bounded linear operators
mapping the Banach space X into itself is called a strongly continuous cosine family
if and only if

1) C(s+1t)+C(s—t) =2C(s)C(t) for all s,t € R,

1) C(0) =1,

i4i) C(t)z is continuous in ¢ on R for each fixed z € X.

If (C(t))ier is a strongly continuous cosine family in X, then S(¢) defined by
¢
(2.1) S(t)x = / C(s)xdsforx € X, t € R.
0

is a one parameter family of operators in X.

Definition 2.2. The infinitesimal generator of a strongly continuous cosine family
(C(t))ter is the operator A : X — X defined by

d?C(t)x
Ar = dt(2) |t=0-

D(A) ={x € X : C(t)x is a twice continuously differentiable function of ¢}.

We shall also make use of the set (called the Kisynski’s Space)

E = {z: C(t)x is a once continuously differentiable function of ¢}.

Proposition 1. [14] Let (C(¢)):er be a strongly continuous cosine family in X
with infinitesimal generator A. The following are true.
i) D(A) is dense in X and A is a closed operator in X

i) if x € X and r, s € R, then z = / S(u)xdu € D(A) and Az = C(s)x — C(r)z,
i) If z € X and r,s € R, then z = / / C(u)C(v)xdudv € D(A) and
0o Jo

1
Az = 5(0(7" +s)x—C(s—1r)x)
) if x € X, then S(t)z € E,
. dC(t)x
v) if x € X, then S(¢t)x € D(A) and — - AS(t)x,
vi) if © € D(A), then C(t)x € D(A) and
vig) if © € E, then }ir% AS(t)xz =0,
—

2
viii) if € B, then S(t)z € D(A) and Sg)x — AS(D)z,

iz) if € D(A), then S(t)x € D(A) and AS(t)x = S(t)Ax,
x) C(t+s)—C(t —s) =2A5(t)S(s) for all s,t € R.

In [6] for 0 < a < 1, the fractional powers (—A)® exist as closed linear operators
in X,
(2.2)

D((—A)P?) c D((—A)*) for 0<a<B <1, and (—A)Y(—A)° = (-A)>T~.
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Throughout this paper, we assume that

(Hp) A is the infinitesimal generator of a strongly continuous cosine family of
linear operators on a Banach space X.

Using Proposition 1, (Hg) implies that the operator A is densely defined in X,

i.e. D(A) = X. We have the following result.

Proposition 2. [14] Assume that (Hg) holds. Then there are constants M > 1
and w > 0 in such a way that

t
[C@)| < Me“™ and ||S(t) — S| < M‘ / e“"slds’ and for ¢, ¢ € R.
tl

From previous inequality, since S(0) = 0 we can deduce

M
S@#)|| < —e“" fort € RT.
w

M
In the sequel, let us pose M; = max (M, —)
w

Theorem 2.3. [3] If g: [0,T] x X x X — X is continuous and = is a solution of
equation (1.3), then x is a solution of the integral equation

x(t) = C(t)xo + S(t)x1 + /0 S(t—s)g(s,x(s),2'(s))ds fort >0,

For 0 < a <1 (—A)® maps onto X and is one to one, so that D((—A)%) endowed
with the norm |z|, = ||(—A)%z| is a Banach space. We denote by X, this Banach
space. We further assume that (—A)~! is compact. We require the following
lemmas.

Lemma 2.4. [13] Assume (Hp) holds. Then the following are true.

(i) For 0 < a < 1, A= is compact if only if (—A)~! is compact.

(#6) For 0 < o < 1 and t € R, (A)*C(t) = C(t)(—A)* and (—A)*S(t) =
SE)(=4)*.

Recall from [6], A~ is given by the following formula

. 400
Ao = ST / 271t — A)Ldt.
0

™

Lemma 2.5. [13] Assume that (Hp) holds, let v: R — X such that v is continu-
i

ously differentiable and let q(t) = / S(t — s)v(s)ds. Then
(1) q is twice continuously differentiable and for t € R,
¢
alt) € DAY, ¢ = [ Clt-s)uls)is
0
and
¢
q'(t) = / C(t — s)v'(s)ds + C(t)v(0) = Aq(t) + v(t).
0

(ii) For0<a<1landteR, (—A)*1¢(t) € E.
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Theorem 2.6. (Heine Theorem). Let f be a continuous function on a compact set
K, then f is uniformly continuous on K.

Theorem 2.7. (Schauder fixed point Theorem). Let X be a locally convex topolog-
ical vector space, and let K C X be a non-empty, compact, and convex set. Then
given any continuous mapping f : K — K there exists x € K such that f(z) = .

Theorem 2.8. (Arzelda-Ascoli Theorem). Let (X,dx) and (Y,dy) be compact met-
ric spaces, C(X,Y) be the set of continuous functions from X toY and let F be a
subset of C(X,Y). If F is closed and equicontinuous then it is compact.

3. Local existence, global continuation and blowing up of solutions

Definition 3.1. A continuous function z :] — oo, +00[— X, is a strict solution of
equation (1.1) if the following conditions hold

(i) x € CH([0, +00[; Xo) N C%((0, +00[; Xa)-

(79) x satisfies equation (1.1) on [0, +oo].

(1) x(0) = ¢(0) for —oo < 0 < 0.

Proposition 3. Assume that (Hg) holds. Then the solution of equation (1.1) is
t

31 2(t) = C(0) + SE)(0) + / S(t— 8)f(s,zs, 2)ds for ¢ > 0,
0

Proof. The proof follows from Theorem 2.3. We define the function g by g(t, z(t), z'(t)) =
f(t,xy,x}) for t > 0. Consequently, the result follows. O

Remark:

e Such solutions z satisfying equation (3.1) are called mild solutions of equa-
tion (1.1).

e The mild solutions of equation (1.1) may not be twice continuously differ-
entiable. That is why we distinguish between mild and strict solutions.

Definition 3.2. A continuous function z :] — 0o, +00[— X, is a mild solution of
equation (1.1) if x satisfies the following equation

z(t) = C(t)e(0) + S(t)'(0) + /0 S(t—s)f(s,zs,2%)ds for t >0

{L‘OZQDEBQ.

zy = ¢ € B,.
In this work, we assume that the state space (B, ].|5) is a normed linear space

of C! functions mapping | — 0o, 0] into X and satisfying the following fundamental
assumptions (cf [7]).

(A1) There exist a positive constant H and functions K(.), M(.) : Rt — RT,
with K continuous and M locally bounded, such that for any ¢ € R and a > 0,
if x ;] —o0,a] - X, x, € B, and z(.) is continuous on [o,0 + a], then for every
t € [0, 0 + a] the following conditions hold

(i) Ty € Ba
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(ii) |z(t)| < H|z¢|s, which is equivalent to |¢(0)| < H|y|p for every ¢ € B

(iii) |z¢|g < K(t — o) sup lz(s)| + M(t — o)|uc|B-
o<s<t
(A2) For the function z(.) in (A4), t — x; is a B-valued continuous function for
t€lo,0+al.
(B) The space B is a Banach space.

In the following, we give a local existence of mild solutions of equation (1.1). We
hold the following assumptions.

(H4) The function f: [0,b] x By x By — X satisfies the following conditions

i) f:]0,b] x By x By — X is continuously differentiable.
ii) There exists a continuous nondecreasing function 3 : [0,b] — R such that

1t 0, @) < B@)Ipla for (t,¢) €[0,8] x Ba.
(Hz) A~! is compact on X.

(H3) A=%p € B for ¢ € B, where the function A~%p is defined by
(A=20)(6) = A~ (p(0)) for 6 <0.
Lemma 3.3. [2] Assume that (Hy) and (H3) hold. Then B, is a Banach space.

Theorem 3.4. Assume that (Hyp), (H;), (Hz) and (Hs) hold. Let ¢ € B, such
that ©(0) € D(A) and ¢'(0) € E and assume that

I(= A1) sup [BE)@Me + 1) + M| A, < 1,
te[0,b]

where Ay := Jnax K(t). Then equation (1.1) has at least one mild solution on
[0,8]. o
Proof. Let k > |¢|p, and Qi a set be defined by
Q= {z € C([0,b], Xs) : 2(0) = ¢(0) and |x|cc < Kk},
with |Z|eo = sup |z(t)|q. For x € Qy, we define the function z : [0,b] — X, by
te[0,b]
x(t) for t € [0, ]

Z(t) =
o(t) for t €] — 00, 0]

By virtue of assumptions (A — i) and (As), we deduce that the function ¢t — Z; is
continuous from [0, b] to B,. Let H an operator on €, be defined by

H(z)(t) = C(t)p(0) + S(t)¢'(0) + /0 S(t—s)f(s,zs,2%)ds for t € [0,b].

It is sufficient to show that G has a fixed point in ;. We give the proof in several
steps.



LOCAL EXISTENCE AND REGULARITY OF SECOND ORDER DIFFERENTIAL EQUATIONT
Step 1: There is a positive k > |p|g, such that H () C Q.

If not, then for each k > |p|g,, there exist x;, € ) and t; € [0,b] such that
|(Hak)(tk)|o > k. Then by Proposition 1 and (A; — iii), we have

b Il < 10RO + IS0 O + | [ St = 9)f (570,

< 1O O+ S O+ || = (=" [ AS(t = )f (0T s

< 10RO + 186 Ol + [ [ [ 2 (0 - 51760, s

[ et s el

< CEIPO)]a + ISP ) + [(=4)7 | (B(ty) + Me=? + 2Me5(0) ) [Ay ] + My ols).

where Ay := max K(t) and Ay := max M (t). Since |z|, < k, then we obtain
0<t<b 0<t<b

Bo< Mie (Jp(O)la + |2/ 0)]a) + 1(-4)°7 sup BU(Me" + 1) + Me“"|[Apk + Mplils].
te|0,

Consequently

Mie*?(10(0)]a + |¢'(0)]
[ M (1€ )IL ' (0)] )+|(_A)a_1” wp [S0ME 1)+ M)
te(0,b]

[Apk + My|p|s]
k

It follows that when k& — 400 that

1< (A7 sup [B@@Me + 1)+ Me? | A,
te(0,b]

which gives a contradiction.
Step 2: H is continuous

Let (x™),, € Q with 2™ — = in Q. Then, the set

A={(s,3",2), (5,T5,25): s€[0,b], n>1}

? s
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is compact in [0,b] x B, X B,. Heine Theorem (Theorem 2.6) implies that f is
uniformly continuous in A and

U0 O < s [| = [ ASE (ot~ flsnn ]
< s [ / L (= ) Fsaa) = Fsaal))ds

- [ 0t 9 () St

< (O M) tap ) = ftan )]

+2M e £(0,28,2'5) — £(0, 30,20 ) = 0.as 0 — +oo,
and this yield the continuity of H on .
Step 3: The set {H(z)(t) : = € Q} is relatively compact for each ¢ € [0, b].

Let ¢ €]0,b] be fixed, using the same reasoning like in the Step 1, we have
I H@OI < =4 [Mae? (| Ap0)] + A€ O)]])

+ sup [ﬁ(t)(QMe”b +1)+ Me‘“b] [Apk + Mb|<p|3]} .
t€[0,b]

Then for ¢ € [0,b] fixed, the set {(—A)*H(z)(t) : = € Q} is bounded in X.
By (Hs), we deduce that (—A)~® : X — X, is compact. It follows that the set
{H(z)(t) : = € Qy} is relatively compact for each ¢ € [0,b] in X,,.

Step 4: The set {H(z) : = € Qi } is an equicontinuous family of functions.

Let x € Qf and 0 < 71 < 75 < b, then we have

H(@)(72) = H(@x)(T)la < [[C(r2) = C(m)](0) o + [[S(72) — S(72)]¢(0) o

+‘/ S(ra —8)f sxé, ds—/ STl—S)f(S%, ))ds

IN

[C(72) = C(r)]@(0)]a + [[S(72) — S(71)]¢(0)]a
+||(_A)a_1|| (Hf(7—27%727£,7'2) - C(T2 - Tl)f<7—17§717£/7'1)”
+M16wb||f(7_2’§7'2a‘;/7'2) - f(’rla%‘rla*’;,ﬂ)” + ”[C(TQ - Tl) - I]f(’rla%ﬁvg/n”

+[C(r2) = C(r)]£(0, 0, 2'0) || + C(72) = Cr)|If (r1,Fry 27, — f(Oﬁo,:Z’o)ll)
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Since (—A)*~! is compact from X to X and (C(t);er is uniformly continuous on
compact subsets of X, it follows that

|H(z)(12) — H(x)(T1)|a —> 0 if 73 — To.

Thus, H maps 2 into an equicontinuity family of functions.

The equicontinuitie for the cases 71 < 7 < 0 and 7, < 0 < 75 are obvious.

So from step 1 to step 4 and Ascoli-Arzeld Theorem (Theorem 2.8), we can con-
clude that H : Qp — €y is completely continuous. Hence by Schauder fixed point
Theorem (Theorem 2.7), H has at least one fixed point T in Qj which is a mild
solutions of equation (1.1).00

In the following, we prove the uniqueness of local existence mild solutions of equa-
tion (1.1). In what follows, we assume that f is autonomous, that is, f : B, X By —
X. We make the following assumption.

(Hy) f is locally lipschitz, that is, for each o > 0 there is a constant ko(c) > 0 such
that if @1, 2, ¥1,¥2 € Ba [p1]5.,, [¢2]8., [¥1]B,, [¥2| < o then
1 (@1, p2) = f (@1, b2) | < ko(0)(lpr — ¥ulB, + @2 — V2lB,)-
(Hs) The function t — AC(t) is locally bounded.
Theorem 3.5. Assume that (Hyp), (Hg), (H3), (Hy) and (Hj5) hold. Let ¢ € B,

such that ¢(0) € D(A) and ¢'(0) € E. Then, equation (1.1) has one and only one
solution x(., ) defined on a mazimal interval | — oo, b,[ and

b@ = +00 Ormt—w;('x(tﬂ‘p)‘a + |.’L'/(t,(p)|a) = +o00

Proof. Let ¢ € B with ||¢|| < o, using (H4) we have

I1f (2, @I < Ko(o)llell, + 1£(0,0)[| < Ko(o)o +[.f(0,0)],

For a given ¢ € By, let us pose 0 = ||¢||g, + 1 and k1(c) = ko(o)o + || £(0,0)]]. We
define the function z by

C(t)e(0) + S(t)¢'(0) for t > 0

2(t) =

o(t) fort < 0.
Assumptions (A; — i) and (Ap) imply that z; € B, and the function ¢ — 2z is
continuous. Consequently for b; €]0, 1], we can find by €]0, 1] such that

llze — ¢lls, < by for t€[0,bs].
For 0 < b < by be such that
1—-56;
5
where A := Orgigch(t) and fig is a positive real number such that ||AC(t)|| < po for
all t € [0,b1]. For x € C([0,b]; X ), such that x(0) = ¢(0), we define its extension

Z on ] — 0o,b] by

(3:2)  max (A=A oka (@b, Aull(=A)* ok (0)6?) <

z(t) for ¢ € [0, b]
z(t) =
@(t) for t €] — 00, 0].
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Consider the following set

Iy = { z € Cl(] = 00,bl; Xa) : 2(s) = p(s), &'(s) = ¢/(s) if s €] — 00,0] and sup (||Zs - ¢|s,) <1

s€[0,b]

and we define the F on I'y by

F(x)(t) = C(t)p(0) + S(t)¢'(0) + /0 S(t—s)f(zs,2)ds for t € [0,b]

F(xo)(t) = o(t) fort €] —o00,0]

(F(z0)) (t) = ¢'(t) fort €] — 0,0].

We give the proof in several steps.
Step 1: F(I'y) C T

Using (H4) and assumption (Ap), for x € T'y, s — f(Zs,2),) is continuous func-
tion on [0, b]. Then

s /t S(t— 8)f (s, 7 )ds
0

is continuous on [0, b], consequently v = Fz is continuous on [0,b]. It remains to
show that v € T'y. For ¢ € [0, b], we have

10: = plls. < M0 = 2ell5o + [0 = ¢ll. < 100 = 2tll5, + 01

By construction of the set I'y, we can see that ||Z; — |, < 1, for s € [0,b]. Tt
follows that ||Z;||g, < o for s € [0,b]. Then

1 (@5, T < ko) 17515, + 1£(0,0)]| < Ea(0).
Let t € [0, b], by assumption (A — iii) implies

100 = 2l = 00 — 2|8, + 0, — 218, < Ay iugb(lv(S) = 2(8)la + ['(s) = 2'(s)]a)
0<s<

and from equation (3.2), we have

=0l < |~ ([ acestenyin)is
< A ok (08
(3.3) 121:1.

Using equation (2.1), Proposition 1 and equation (3.2), we have

v'(t) = S(t)Ap(0) + C(t)¢'(0) + /0 C(t—s)f(Ts,7)ds fort >0

nd
) S(t)Ap(0) + C(t)¢'(0) for t > 0
Z'(t) =
o' (t) for t < 0.

|
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It follows that

W)~ < |- (A / AC(t — 3)f (2,2
< (= A ok (o)
(3.4) 121:.

Adding the two previous inequalities (3.3) and (3.4), we have ||v; — z||g, <1 —b.
It follows that ||v; — ¢, < 1 for any t € [0, b], which implies that v € T'.

Step 2: F is a strict contraction in I’

Let z,w € 'y and ¢ € [0,b]. Then we have

‘/ S(t—s)(f(zs,2h) — flws,wl))ds

[F(@)(t) = F(w)(t)|a

[0

|- et ([ ACO oy~ st uiplin)as|

t
(= 4)% b / 1 (2arl) — (el ds

IA

IA

< =) uob®ko(0) Ap |z — wlls, -
By equation (3.2), it follows that

F@)(t) ~ F@)la < 5z~ wlls,.

Using the same reasoning as previously, we have

(F@) (0= F@) Ol = | [ =9l = funw))is]

T w .
2 Ba

Adding the two previous inequalities, we have

[(F(2)) = (F)ls. < lz—2lls.-
Consequently F is a strict contraction in I', and F has a unique fixed point = in
Ty.
Let = be another mild solution of equation (1.1) on I'y corresponding to . Then
we have

lz =2l = (F(z) = (F@)ls.
<z =75,
which gives a contradiction. Consequently equation (1.1) has one and only one

mild solution which is defined on | — oo, b] and denoted by z(., ). By the same
reasoning, z(., ) can be extended to a maximal interval of existence [0, b,|
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Step 3: The mild solution (., ) is uniformly continuous

Let t, t+h € [0,b,[, h > 0 and p be a positive number such that [|AC(¢t|| < p for
all t € [0,b,]. Then, we have

t+h
x(t+h)—z(t) = C(t+h)p(0)—Ct)p(0)+ S(t+ h)'(0) — S(t)¢'(0) + /0 S(t+h—s)f(xs,xl)ds

_/0 S(t—s)f(ws,l)ds
= Ot +)p(0) — C(1)p(0) + S(t + B (0) — (1) (0)
+ [ 86 [Ferineatin )~ forwai)ds

t+h
[ S @t s
Using (Hy), we have
2t +h,p) —z(t,p)la < |C(E+h)p(0) = C)p(0)]a + St +h)¢' (0) = S)¢'(0)]a + I(=A)* | ubyki(0)h

HI(=A) T Hlpds, b5 5w (jon(0) = 9(O)la + |23,(6) — & (6)]a)

t
A e, by [ sp (2esn =l -+ 12— 2lla)ds,

0 0<o<s
where
Ay, = Og?éw K(t) and Ay, = og%%%w M(t).
Consequently
2+ o) = 26 @0 < swp(IC(t + R)(0) ~ CHP(O0) o+ [S(t + ) (0) ~ S(1)e! (0)]a)

t such that t+he[0,b,[

HI(=A)* bk ()b + [[(=A)* Ao 0 |2n (., 0) = #ll5,

(=AY udy, b, / Sup [[Zosn (@) — 2p(r 0) 5. ds.

0<0o<s

From [14] (see Proposition 2.4), t — C(t)(0) + S(t)¢’(0) belongs to C2([0,b,]; X),
by a similar reasoning, we also have

l2tn() =2t ()lla < sup (IAS(t+h)s0(0) = AS(t)e(0)]a + |C(t + h)¢'(0) *C(t)w'(o)la)

t such that t+he[0,b,[

HI(= ) Hlpky (o) + [(=A)* [ uhe bollen(. @) = lls.

t
=AY, / sup [|Zo1h (@) — (s 0) 5. ds.

0 0<o<s
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Adding the previous two inequalities, we have

lzern() = 2e()lls. < v(R) + [(=A)* Hlueo(r)Ap, (1 + bsD)/O 2545 — 25| 5. ds,
with
1) = swp (1 + h)p(0) = CWP(O0)]a + 15t + h)F(0) — SE)2 (0)]a)

t such that t+he[0,b,|

b s (JASE+ E(0)  ASOEO] + O+ ) 0) - C1 O]
t such that t+he[0,b,[
HI(=A) T gk () (1 + b )b+ [[(=A)* I, by llzn (., ) — @lls, (1 +by).
Since t — C(t)(0) + S(t)¢’(0) belongs to C%([0,b,]; X), then

sup (IC(t+ 1)e(0) = COPO)a + 1S+ R)P'(0) = SB)F (0)]a) =0 as h >0
t such that t+he[0,by,[

sup (\AS(t +h)p(0) — AS()p(0)]a + |C(t + )¢ (0) — C(t)<p’(0)|a) 0 as h— 0.
t such that t+he[0,b,[
From Gronwall’s lemma, it follows that
lzt4n(.) — 2 ()]s, = 0 as h =0

uniformly for ¢ > 0 such that ¢t + h € [0,b,[. Using the same reasoning, one can
show a similar result for h < 0. Consequently (., ) is uniformly continuous.

Step 4: by = +00 or mt—»b;(|33<t7 ‘P)|a + |x’(t, ‘P)|a) = +00

Suppose that b, < 400 and mt%b;ﬂx(t,goﬂa +]2'(t,¢)]a) < 400, then there
exists a constant o > 0 such that (|z(t,¢)|a + [2/(t,¢)|a) < o for all t € [0,b,].
Since z(., ¢) is uniformly continuous, then

lim (z(t, ) + 2'(t, ¢)) exists,

t—b,
which contradicts the maximality of [0, b,[ and it is extended to [0, b, + 7] for some
n > 0, which contradicts the maximality of [0, b,[.00

Theorem 3.6. Assume that (Hyp), (Hg), (H3), (H;) and (Hj5) hold. Let ¢ € B,
such that p(0) € D(A) and ¢'(0) € E. Then, the mild solution x(., ) continuously
depends on initial data in the sense that if ¢ € By and t € [0,b,], then there exist
positive constants T and € such that, for p,§ € By and |¢ — &5, < &, we have

te [Oa bﬁ[ and |Jf(57 @)—$(8,5)|a+|$/(57 ()O)—Z'/(S7§)|a S T”(p_g”Ba fOT all s 6]—0077(/']

Proof. Let ¢ € B, and t € [0, b,[ be fixed. Set
o=1+ sup |[zs(, )z,

—r<s<t
and
A(t) = (Ao + 20016 + pt)exp( Ap, | (— A)° ko (@)2(1 + 1) ).
Let € €]0,1[ and & € B, such that || — ||, < e. Then

1€lls. < llells, +& <o
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Set

bo :=sup{s > 0: ||z,(.,&)||s, <o for pel0,s]}.
We can see that by > t. In fact if we suppose that by < t, then for s € [0, bg], we
have

lzs( ) — 26 ( 8B, < Apole — €, + Dby sup |z(y, ) — 2(7,8)]a
0<~<s

A

< Aplo =€l + A, sup {Me (10(0) = £O)]a + ¢ (0) — €'(0)]a)
0<~<s

A k(o) [ ll) = (€l o}

On the other hand, we also have
/

250 0) =25 (5 E)lBa < Aple’ — &l + Qv JSup {\AS(S)MU)—§(O)Ia+|0(§)[<ﬂ'(0)—E'(O)Ia

<~<s

A ko) [ o) = €. do

< Ayl = &B, + Ay, S (/7 AC(p)[w(O)—5(0)]dp‘a+IC(’V)[w’(O)—f’(O)Ia
A ko) [ o) = )l do)
< Ayl = €B, + Ay, S {/W|<P( ) = &(0)]|a + M1e["(0) = £'(0)]a

(=4 kol / (. 0) — 2, )l d}.
By adding the previous inequality, we have

s () =2u (- Ols, < Anglle = Elli, + Aoy sup {20167 + ) o = €5,

0<~v<s

HIEA utho(@)(149) [ lpCp) = ). do )

< (Apy +2Mye?t + )|l — €||5.,

A A ko)1 +) [l ) = 3yl Ol
By Gronwall’s lemma, we deduce that
(3.5) 25 ) = 25 (- OB < At)llp =€l -

This implies that
lzs (-, B, < At)e+0—1<oforalls e |[0,b.

Consequently by cannot be a number s > 0 so large that ||zs(.,&)|s, < o, for
p € [0, s]; it follows that by > ¢t and ¢ < b,. Since, ||zs(.,¢)|B, < o for s € [0,1],
then from inequality (3.5), we have the desired result..]
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Proposition 4. Assume that (Hp), (Hz), (H3), (Hy) and (Hs) hold. Let ¢ € B,
such that ¢(0) € D(A) and ¢'(0) € E. Let k1 be a continuous function on R*

and ko € L}

loc

(RT;R*) be such that ||f(¢, )|l < k1(t)|¢lls, + k2(t) for ¢ > 0 and

©,¢" € B,. Then equation (1.1) has a unique mild solution which is defined for all

t>0.

Proof. Let | — 00, b, [ denote the maximal interval of existence of the mild solution
z(t, ) of equation (1.1). Then

If b, < 400, then lim

b<P = oo or mt%b; (|(E(t, 90)|a + |:E/(t, 90)‘04) = +00.

(lz(t, ©)|a+2'(t, ¢)|a) = +00. Consequently, assumption

t—by,

(A — iii) implies that

[2(t, p)la <

COROLa+ISOF Ol +] [ St =31 a)is

[}

< M (O + O+ [ ([ AC@ sl o) as]
0 0
< M (O + 1 O) + 1A b, [ Ga(o)lels, + als)ds
< ko 1A b [ ha(s) sup (a6l + 6 )i for £ € [0
where
Foo = M 4 o) (PO + 1 (0)la) + A, gl b1 +,) sup ha(s)

0<s<b,

bw
(=4 (b, + 1) / o (5)ds.

On the other hand, we have

‘xl(tu @)'04 S

IN

t
pbe| @' (0)]a + Mye |/ (0)]a + II(—A)“_lllu/0 1f (s, 25) 1 ds

t

o+ | (— A / B(s) sup (12a(6, @)la + |2, (€, @) ])ds for t € [0, by,

sup
0<€<s

By Gronwall’s lemma, we deduce that

[EACI)

and

a —

t
5. < 2koexp (||(—A)a_lﬂ(b<p + 1)/ kl(s))ds < o0 for t € [0,b,],
0

mt—%;(kg(ta (p)|04 + |$I(t7 gp)|0¢) < +OO,

which gives a contradiction.l]

As an immediat consequence, we get the following result.
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Proposition 5. Assume that (Hg), (H2), (H3) and (Hs) hold and there exists a
positive constant L such that for ¢, @2 € B,

£ (1, #1) = fp2,05)Il < Lller — 2|, for t > 0.

Let ¢ € B, such that ¢(0) € D(A) and ¢’(0) € E. Then equation (1.1) has a
unique mild solution which is defined for all ¢ > 0.

4. Existence of strict solutions

Theorem 4.1. Assume that (Hy), (Hg), (H3) and (Hy) hold and f is contin-
uously differentiable and f' is locally lipschitz continuous. Let ¢ be in C3(] —
00, 0], D((—A)*) such that (0), " (0) € D(A), ¢'(0), ) (0) € E, ¢"(0) = Ap(0)+
flp, ") and ¢ (0) = A’ (0). Then the corresponding mild solution x becomes a
strict solution of equation (1.1).

Proof. Let ¢ be in C3(] — 00, 0], X) such that (0), " (0) € D(A), ©'(0), 03 (0) €
E, ¢"(0) = Ap(0) + f(p,¢') and p3)(0) = A¢'(0). Let x be the corresponding
mild solution of equation (1.1) on [0,b,[ and let a < b,. By a same reasoning as
previously (Theorem 3.6), there exists a unique continuous function 7 such that

C(t)(Ap(0) + (v, ¢")) + S(t)A¥'(0) + / C(t — s)f' (w5, )vsds
n(t) = 0

"
Vo = @ .

Let x a function be defined by
t
(0= + [ nls)dsitt=0
0
x(t) =@ (t)if —r<t<0
X' () =¢"(t)if —r<t<O0.
We want to prove that x = z’. We can observe that

t
xi = ¢ —|—/ nsds fort € [0, a).
0

t
Hence the ¢ — x; and t — / C(t — s)f(xs, xs)ds are continuously differentiable
0
and we obtain

d (! d [t
@t J, C(t—s)f(xs, xs)ds = at J, C(s)f(ze—s, xt—s)ds

= CWlp) + / Ot — )£ (2, Xa)adls,

which implies

/ W) o) = / Ot — (e xo)ds — / t / " Ols — 1) r xo)edrds,
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Consequently we have

X® = S0+ / C(5) A(0) ds + / Ot — 5)f (ar xa)ds + / 5(s) Ay’ (0) ds

S + s
_ /Ot/o C(s —7)f'(xr, Xr)nrdTds +/O /0 Cs — ) f' (22, 2 ) pedrds,

By equation (2.1) and Proposition 1, we have

| cacoas = swac)
/OS(S)AQD/(O)dS
it follows that

x(t) = S(t)Ap(0) /Ct—s)f(ms»Xs)ds'i_C //CS—T xT,xT)ﬂr—f/(xf,xr)nr}dfds.

Since for ¢ > 0, we have

C(t)¢'(0) — ¢'(0),

#(t) = AS(£)p(0) + C(t)'(0) + / C(t — ) f (zs, 2, )ds,

then we have

O =30 < | [ St=s)lFenal) = fanxlds],

)

+ t [ 6= e~ ferxondards

consequently
(4.1)

"(t)— oz_Aa_l b t svls_ s;sd tS/T7ITT_/7'77'Tdd~
@ O=x(Ol < 14 (b [ 15 @aa=Fexldst [ 17 = o, drds)
Let

o =max( sup [z(lz,, sup |vslls,. sup [xsls.)-
0<s<by 0<s<by 0<s<b1

There exists ko(o) such that if @1, 2,191,192 € Ba 0118, @28, [¥1]8., Y2 < o,
then

[ f(p1,02) = f(¥1,92)| < ko(o)(lp1 — Y1lB, + |92 — P25, ),

N

If (o1, 02) = f'(W1,02)| < ko(o)(|lpr — ¥1lB, + o2 — 2B, )-

It follows that for some positive constant ¢(by), we have

sup |2'(s) —w(s)|la < €(by) / |z, — xs|B, ds.

0<s<t

It follows that

t
o=l < @b) [ 1~ xuls,ds for te (00
0
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Choose b; such that

b1
am/|¢—kmw<L
0

then we deduce that, x} = x: for any ¢t € [0,b1]. By assumption (A; — ii), we
conclude that z(t) = w(t) for any t €] — 0o, b1]. Consequently, the mild solution x
is twice continuously differentiable, thus z is a strict solution of equation (1.1).0

5. Application
For illustration, we consider for the following system
(5.1)

D?2(t,€)  0%z(t,x)
o2 Oa2

P o,
+g<%[z(t+9,x)], -l (t+9,x)}) for t > 0 and z € [0, 7]

2(t,0) = 2(t,7) =0fort >0
z(0,x) = po(0, ) for 6 €] — 00,0] and = € [0, 7],
where g : R X R — R is continuous and there exists a positive constant L such that
for z,y,z1,11 € R
lg(z,y) — g(z1,91)| < Lz — 21| + [y — y1])-

For example, we can take g(z,y) = {sin (g) + sin (%)] for (z,y) € R x R. We

1 .
can see that |g(x1,y1) — g(z2,y2)| < §(|x1 — 22| + |y1 — y2|). The function ¢q :

] —00,0] x [0,7] = R can be defined by ¢g(0,¢) = e ?siné. To rewrite equation
(5.1) in the abstract form, we introduce the space X = L2([0,n];R), the set of
functions vanishing at 0 and 7, equipped with the L? norm that is to say for all
u € X,

w(0) = u(r) = 0 and |u|z> = (/Oﬂ \U(S)Pds)%.

For example, let w : [0, 7] — R be defined by u(t) = sint. We have u(0) = u(r) =0

and ﬂ .
(/0 sin2(t)ds>§: g,

which implies u € X, consequently X # ().

2

Let e,(x) = 4/ —sin(nz), = € [0,7], n € N*, then (e)nen~ is an orthonormal
T

base for X. Let A: X — X be defined by

Ay =y"
D(A) = {y € X : y, v are absolutely continuous, y"’ € X, y(0) =y(n) = 0},

then
—+oo

Ay = Z _n2(y,en)env Yy e D(A)a

n=1
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where
(h,7) :/ h(s)j(s)ds, for h,j e X.
0
It is well known that A is the infinitesimal generator of strongly continuous cosine
family C(t), t € R in X given by

+oo
Cltyy = Z cosnt(y, en)en, y € X,

n=1
and the associated sine family is given by
+00 1
Sty =Y —sin(nt)(y, en)en, y € X.
n=1

1
If we choose a = 2 then (Hy) is satisfied since

—+o0

(—A)2y=> nly.en)en, y € D((—A)%)
n=1
and
L X1
(—A)Ey: E(yaen)env yGX
n=1

From [13], the compactness A~! follows from Lemma 2.4, and the fact that the
1

eigenvalues of (fA)% are A, = —, n=1,2,..., then (Hz2) is satisfied.
n

From [13], for all y € X, y is absolutely continuous and [ly[|1 = [ly'|| = [Azy].
We define the phase space

B = BUC*(] — o0,0], X)

where BUC*(] — 00,0], X) the space of bounded uniformly continuous functions
defined from | — 00, 0] to X, with the norm

lols = sup [[p(0)]], for p € B
6<0

This space satisfies axioms (A1), (Az) and (B). The norm in B, is given by

—
2 oe[—r,0] 0

Let f: B% X B% — X be defined by

Sele@][a)’ « s ([

GEHO 2 o)),

£(e8)() = 9 (- loO) @) 5[ O)@)]) forw € [0,7], ¢ € By and ¢ 0,

where ¢ € C! is defined by
w(0)(x) = po(8,z) for § <0 and zx € [0, 7).
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Let us pose v(t) = z(t,x). Then equation (5.1) takes the following abstract form
v(t) = Av(t) + f(ve,vp) fort >0

(5.2) Vo = ¢
v = ¢
Let ¢, ¢ € B%, since |g(x1,y1) — g(z2, y2)| < %(\xl — Za| + |y1 — y2]|), then we have
)= 10 = ([ (s(5 0@ 5 0)0) - o(5- 0O 5 E@)) )’
1 0

< ([ (o~ uee] + |5 o)

By using the Minkowski inequality, we have

T 0 0
o)~ e < 5( [

L2 oo - Loy ax)”
()
iy ()
S, ()

Fe.0) — @ < sllo—vls,

Consequently the function f satisfies (H4). Then equation (5.2) has a unique mild
solution which is defined for ¢ > 0. For the regularity, we make the following as-
sumptions.

o, o 2 \%
Sl 0)@)] = 5[ (0) (@) da)

0 0 2 \3
S lp(O)(@)] = 5 [W(O)@)]| dx)

IN

K 0
or .

which implies that

13} 0
(Hg) g € CH(R™ x R;R), such that 8—g and 8—5 are locally lipschitz continuous.

(Hr)
¢ € C3(] — 00,0] x [0,7]) such that ©(0), ¢”(0) € D(A), ©'(0),03)(0) e E

62 82 0
5390.2) = 55000+ [ g(6.0(6,)d0 for = < 0.7,

— 00

o3 0%
%cp(O)(:ﬁ) = Wap (0, z) for z € [0, 7.

Conequently, we get the following result
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Proposition 6. Equation (5.1) has one and only one strict solution w defined
fort > 0and z € [0, ]|
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