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Abstract 

In this study, we investigate the stability of Taylor collocation method for initial value problems in 

ordinary differential equations. Firstly, we try to show that Taylor collocation method for initial value 

problem is equivalent to a subset of the implicit Runge-Kutta methods. This equivalence enables us to 

prove that Taylor collocation method is absolutely stable (A-stable) for the considered equations. 
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1 Introduction 

There are many efficient analytical methods to 

solve nonlinear problems [1-5]. Taylor collocation 

method is one of them and its principle is simple: 

the solution of the considered differential equation 

is represented as a linear combination of known 

functions and the unknown coefficients in this rep-

resentation are found by satisfying the associated 

conditions, and the differential equation at an ap-

propriate number of points in the range of interest. 

In other words, it is basically a procedure for com-

puting the coefficients in the Taylor expansion of 

the solution of differential equations. So far, this 

method has been applied to find the approximate 

solutions of many equations such as integral, dif-

ference, ordinary and partial differential equations 

[6-9]. Different types of this method have also been 

considered by many authors [10-12]. In [12], 

Lanczos discusses a form of this method which he 

calls the method of "selected points" using a poly-

nomial or finite Chebyshev series to represent the 

solution and suggests using the zeros of a Cheby-

shev polynomial for the collocation points at which 

the differential equation is satisfied. Taylor colloca-

tion method shows the best advantage when the 

functions in the considered problem can be ex-

panded to the Taylor series which converges rapid-

ly. Otherwise, the accuracy of solution may not be 

good enough.  

  

Stability analyses of some numerical methods have 

been studied by many authors [13, 14].There are a 

wide variety of forms of “stability” that have been 

studied in various contexts. One of them is zero-

stability which is the form of stability needed to 

guarantee convergence of a numerical method as 

the grid is refined ( 0h  ). In practice, we cannot 

compute this limit. Instead we usually perform a 
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single calculation with some particular time step h . 

We need to choose the time step as large as possible 

to decrease the expense of the computation. How-

ever, we cannot estimate the size of h  required. So, 

we need another form of stability stronger than 

zero-stability: Absolute stability (A-stability). A-

stability is based on the linear test equation. How-

ever, it gives also useful information in determin-

ing an appropriate time step in nonlinear problems. 

In this study, we try to show that Taylor collocation 

method is A-stable by using the equivalence with 

Runge-Kutta methods.  

 

2 Taylor Collocation Method 

In this section, we briefly give the basic ideas of 

Taylor collocation method for solving initial value 

problem. Exact or approximate solution ( )y x  of 

the initial value problem  

   

       0 0( , ),     ( ) ,    y f x y y x y a c b      (1) 

is considered in the matrix form by using Taylor 

polynomials: 

0

( ) ( - ) ( ) ,
N

n

n

n

y x y x c X x Y


        (2) 

 

where      

( ) ( )

!

n

n

y c
y

n
   , 

2( ) [1 ( - )  ( - )   ( - ) ]NX x x c x c x c ,   

 0 1

T

NY y y y .   (3) 

 

So taking the derivative of Eq.(2), we have  

          ( ) ( ) ( )y x X x Y X x BY        (4) 

 where 

0 1 0 0

0 0 2 0

0 0 0

0 0 0 0

B

N

 
 
 
 
 
 
  

.    (5) 

Similar computations can be done for the function 

( , )f x y  to write it in the matrix form [15]. In order 

to obtain the Taylor polynomial solution of equa-

tion (1) in the form (2), we compute the Taylor coef-

ficients ny  by means of the Taylor collocation 

points defined by 

 

           ,     0,1,..., .i

b a
x a i i N

N


     (6) 

In order to get the best approximating solution of 

the equation, we need to take more terms from the 

Taylor expansion of functions; that is, the trunca-

tion limit N must be chosen to be large enough. But 

it should be emphasized that choosing N large 

reveals that the big augmentations of the dimen-

sions of matrices in the solution process. For much 

more detail about the method of solution see 

[6,15,16]. 

 

3 Similarity with the Runge-Kutta Methods 

In this section, we show that implicit Runge-Kutta 

methods and Taylor collocation method have 

common procedure in the solution process. After 

showing these common procedures, we can discuss 

the stability of Taylor matrix method by using this 

similarity. 

In Taylor collocation method, we define collocation 

points  

 

            0 1 Na x x x b         (7) 

 

for the interval  ,a b . There are equal distances 

b a
h

N


  between all collocation points. Starting 

from the initial value 0x a , we proceed by using 

all collocation points until the end of the interval or 

to the last collocation point Nx b . After applying 

the method of solution [15,16], Taylor collocation 

method for the initial value problem (1) can be 

considered as: 

     

  0 0( )y x y    (8a) 

         

  ( ) , ,    1, ,i i iy x f x y x i N    .   (8b) 
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For the initial value problem (1), we are actually 

searching for an approximation to the solution at 

0x x h  .  In order to show the similarity with 

Runge-Kutta methods, equations in (8) may be 

written equivalently:  

 

0 0( )y x y     (9a) 

  0 0 0( ) , ,   1, ,i i iy x h f x h y x h i N          (9b) 

where 1, , N   are real numbers. Taylor coeffi-

cients ny  in (3) arise after solving the algebraic 

equations which come from the solution process 

[15,16]. They are also obtained by satisfying the 

differential equation at the points ix h . Letting 

0c   in (2) : 

 

  
0

( )
N

n

n n

n

y x y x


   (10) 

 

and substituting this approximate solution into the 

Eq.(1) yields: 

 

1 1

1 0

, ,   1,...,
N N

n n n n

n i i n i

n n

ny h f h y h i N   

 

 
  

 
 

(11) 

Let us define  

 

           
0

,
N

n n

i i n i

n

f f h y h 


 
  

 
 . (12) 

 

Considering (11) and (12), we can deduce that 

( )ny x  and the coefficients ny  can be written as the 

linear combinations of if  ; that is, the method takes 

the form of an N - stage implicit Runge-Kutta 

method in the form 

     

 

0 0

1

1 0

1

,  
N

i i ij j

j

N

i i

i

k f x h y h a k

y y h b k






 
   

 

 





 (13) 

where ,  ( , 1, , )ij ia b i j N  are real numbers and 

1

1

i

i ij

j

a




 [17].  

It is clear that Runge-Kutta methods work in terms 

of values of the functions whereas Taylor colloca-

tion method deals with polynomial coefficients. In 

fact this is the only difference between these two 

methods. As in Taylor collocation method, N must 

be also chosen to be large enough in Runge-Kutta 

methods to get better results.  

 

4 A-Stable Taylor Collocation Method for 

Initial Value Problem 

In Section 3, we have shown that Taylor collocation 

method for initial value problem is equivalent to a 

sub-set of the implicit Runge-Kutta methods, in the 

sense that the final values at the end of the step are 

algebraically the same. In this section, we show that 

Taylor collocation method is absolutely stable (A-

stable) by using this equivalence. It should be not-

ed that the stability of a numerical method depends 

on the problem which it is applied to and the study 

of absolute stability requires consideration only of 

equations with constant coefficients. So, we use the 

model problem 

   y qy   (14) 

where q is a complex constant. 

 

 Stability of Runge-Kutta methods have been dis-

cussed by many authors [12-14]. In [15], Dahlquist 

has defined  A-stability for the equation (14) in his 

own efforts . He established that 4th order Runge-

Kutta process is not A-stable. It is also known that, 

neither explicit finite-difference method nor implic-

it method of order higher than 2 is A-stable [16]. So, 

we need to consider implicit Runge-Kutta method 

of order less than 3  to show that Taylor collocation 

method is A-stable or to obtain the region of A-

stability. The simplest example of an implicit 

Runge–Kutta method is the backward Euler meth-

od: 

      

1 1 1( , )i i i iY Y hf x Y     ,   1,...,i N  (15) 

 

Applying (15) to the model equation (14) yields: 
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 
0

1 1
1

n n n n n

Y
Y Y hqY Y

hq
    


 (16) 

 

The numerical solution (16) will decrease only if 

 

 

1 1
1 1 1 1

11
n

hq
hqhq

     


 (17) 

 

then 

                           
2

h
q

    (18) 

 

From (18), we can say that Taylor collocation meth-

od is A-stable when 
2

h
q

 , otherwise it is unsta-

ble. Note that there are two parameters h  and q , 

but only their product z hq   matters. 

With this known, one can also obtain the stability 

region by sketching the graph of the inequality (17): 

   

                
2 2(1 ) ( ) 1r ihq hq   .   (19) 

 
 
 
 

  

  

 

 

 

Fig.1: Stability region for Taylor collocation method 

 
 

5 Examples 

In this section, we take linear and nonlinear first 

order initial value problems to check the A-stability 

region of Taylor collocation method. We should 

remind that one can also perform the stability anal-

ysis for nonlinear problems by knowing that the 

model equation (14) is practically the local linear 

approximation (also known as a linearization) of 

the considered problems (1). In other words, the 

equation (14) is relevant for predicting stability of 

solutions of the nonlinear ordinary differential 

equations which can be generated from (1). 

 

Ex 1. Consider the simple linear equation 

 

' 100 ,      0 1y y x      (20) 

 

with any initial condition. In order to guarantee 

that the round-off and truncation errors will decay, 

we need to choose 
2

0,02
100

h    to solve the 

problem (20). In other words, the truncation limit 

N  in the approximate solution (2) must be taken 

as 50N   .  

 

Ex 2. Let us consider the Riccati differential equa-

tion 

 

  
2 2' ,    (0) 1,    0 1y x y y x       (21) 

 

which have no exact solution. This problem is 

solved in [17] by using Taylor collocation method. 

To examine the stability, we first need to linearize 

the equation as: 

               ' ( , ) 2yy f x y y  .  (22) 

 

Now we can say that, one needs to take 
2

1
2

h    

or 1N   to make the Taylor collocation method 

applied to (21) is A-stable. Choosing 1N   will 

cause to increase the round-off and truncation er-

rors. However, 1N   is too small to obtain satis-

factory approximate solution. Therefore, one needs 

to take the extended interval to gain the A-stability 

and better results for Taylor collocation method. 
 

6 Discussion 

In this paper, we examine the stability of Taylor 

collocation method. Our results show that Taylor 

collocation method for initial value problem is 

equivalent to a subset of the implicit Runge-Kutta 

methods. By using the some familiar information 

about Runge-Kutta methods, we prove that Taylor 

collocation method is absolutely stable for the 

model problem. We also take different type of ex-
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amples to illustrate the cases. In the nonlinear case, 

we emphasize that one needs to linearize the equa-

tion to investigate the stability. It is worth mention-

ing that these results can also be expanded to the 

higher order functions by following the same pro-

cedure. 
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