
 

Research                       Barut&Altuntaş/Kırklareli University Journal of Engineering and Science 9-1 (2023) 63-82  

                      DOI: 10.34186/klujes.1248062                                                  Geliş Tarihi:05.02.2023               Kabul Tarihi:29.06.2023 

 

Comparison of Performance of Different N Values with N-Fold Cross-Validation in a Graph-Based Learning Model for IncRNA-Disease Prediction   63 

 

 

COMPARISON OF PERFORMANCE OF DIFFERENT N VALUES WITH 

N-FOLD CROSS-VALIDATION IN A GRAPH-BASED LEARNING 

MODEL FOR IncRNA-DISEASE PREDICTION 

Zeynep BARUT1* , Volkan ALTUNTAŞ2  
 

1*,2Bursa Teknik Üniversitesi Mühendislik ve Doğa Bilimleri Fakültesi Bilgisayar Mühendisliği Bölümü, Bursa 
 

 

Abstract 

In machine learning, the value of n in the n-fold cross validation method significantly affects the 

performance of the created model. In some cases, increasing n increases the accuracy, while in some cases 

it only increases the computational cost. That is, the n value represents the amount of data used to increase 

the accuracy of the model. However, the accuracy of the model may not increase at the same rate as the 

value of n increases. In this case, the correct selection of the n value is of great importance. In the studies 

that have been done, the value of n is usually taken as five or ten because these two values are thought to 

produce average estimates. However, there is no official rule. It has been observed that few studies have 

been carried out to use different n values in the training of different models. In this study, various n values 

(2, 3, 4, 5, 6, 7, 8, 9 and 10) and four data sets were used with the VGAELDA model, a model that combines 

variational inference and graphic autoencoders to determine the relationships between lncRNA and disease. 

A performance evaluation was performed on the IncRNA-disease model using The obtained results were 

compared and the most suitable n value for the model was determined. In addition, the missing functions 

were examined for four data sets and the results were interpreted. In future studies, it is aimed to carry out 

a more comprehensive study by increasing the number of data sets. 
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IncRNA-HASTALIK TAHMİNİ İÇİN GRAPH TABANLI BİR ÖĞRENME 

MODELİNDE N-FOLD CROSS-VALIDATION İLE FARKLI N 

DEĞERLERİNİN PERFORMANSININ KARŞILAŞTIRILMASI 

Öz 

Makine öğrenmesinde, n-katlı çapraz doğrulama yöntemindeki n değeri, oluşturulan modelin performansını 

önemli ölçüde etkilemektedir. Bazı durumlarda n'nin artması doğruluğu artırırken bazı durumlarda sadece 

hesaplama maliyetini arttırmaktadır. Yani n değeri, modelin doğruluğunu artırmak için kullanılan veri 

miktarını temsil eder. Ancak, n değeri arttıkça modelin doğruluğu aynı oranda artmayabilir. Bu durumda n 

değerinin doğru seçilmesi büyük önem taşır. Yapılmış olan çalışmalarda genellikle n değeri beş veya on 

alınmaktadır çünkü bu iki değerin ortalama tahminler ürettiği düşünülmektedir. Ancak resmi bir kural 

yoktur. Farklı modellerin eğitiminde farklı n değerlerinin kullanılması için az sayıda çalışma yapıldığı 

görülmüştür. Bu çalışmada, lncRNA ve hastalık arasındaki ilişkileri belirlemek için varyasyonel çıkarım ve 

grafik autoencoder’ları birleştiren bir model olan VGAELDA modeli ile çeşitli n değerleri (2, 3, 4, 5, 6, 7, 

8, 9 ve 10) ve dört veri seti kullanılarak IncRNA-hastalık modeli üzerinde bir performans değerlendirilmesi 

yapılmıştır. Elde edilen sonuçlar karşılaştırılmış ve model için en uygun n değeri belirtilmiştir. Ayrıca kayıp 

fonksiyonlar dört veri seti için incelenerek sonuçlar yorumlanmıştır. Gelecekte yapılacak olan çalışmalarda 

veri seti sayısının arttırılması ile daha geniş kapsamlı bir çalışma yapılması hedeflenmektedir. 

 

Anahtar Kelimeler: Graf Otomatik Kodlayıcı, Varyasyonel Çıkarım, Temsil Öğrenimi 

 

1. INTRODUCTION  

lncRNA (Long non-coding Ribonucleic acid) is RNA consisting of many nucleotides and non-

coding, functioning through biochemical mechanisms. It is linked to many human diseases, as it 

has various biological tasks, such as the regulation of gene expressions. For example, because it 

has a tumor suppressive function, it causes the onset of cancer in humans [1]. MiRNA (Micro 

RNA) is a class of short IncRNA molecules. Although miRNAs are small, they are important 

regulators of gene expression associated with a variety of cellular processes. For this reason, 

changes in miRNAs have been associated with a number of diseases such as cancer, epidemics, 

and immune system-related diseases [2]. Sun et al. [3] found in their study that MEG3(Maternally 

Expressed Gene 3), a gene that encodes an lncRNA associated with many cancer types, forms 

gastric cancer cells. According to Faghihi et al. [4] found in their study that lncRNA BACE1 (Beta-

site Amyloid precursor protein Cleaving Enzyme 1) causes Alzheimer's. Therefore, the 
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relationships between lncRNA and disease should be examined in more detail in order to find 

solutions to diseases more easily. 

For this purpose, machine learning methods can be examined in three approaches. In the first 

approach, matrix analysis is used. Matrix analysis is divided into manifold editing and matrix 

completion. In their study, Chen and Yan [5] proposed the LRLSLDA (Laplacian Regularized 

Least Squares for LncRNA–Disease Association) tool, which applies LRLS (Laplacian 

Regularized Least Square) by creating graphs to determine the relationships between lncRNA and 

disease. Lu et al. [6] proposed a matrix completion based method, SIMCLDA (Speedup Inductive 

Matrix Completion LncRNA–Disease Association), to determine the relationships between 

lncRNA and disease. In the second approach, features of different nature are combined. Lan et al. 

[7] in their study, an application was created to determine the disease by combining the 

characteristics of lncRNA and diseases. In the third approach, the graph autoencoder model was 

used for representative learning of lncRNA and disease characteristics. Xuan et al. [8] used 

convolutional and graph neural networks together to determine the relationships between lncRNA 

and disease. Wu et al. [9] used graph autoencoder to determine the relationships between lncRNA 

and disease. Tamilarasi and Rani [10] tried to obtain the best n value in the cross validation method 

with different machine learning methods on crime data. As a result of the study, it was seen that 

KNN had better performance than other methods trained with the same n value. Jung et al. [11] 

used artificial neural network-based models to accurately predict nitrate loads in river basins. The 

accuracy of various n values for the training of artificial neural networks has been investigated. As 

a result of the study, it was seen that the use of n = 10 had better performance when looking at the 

overall data sets. In the literature, it seems that n = 10 is more common than other values, but there 

is no official rule. However, several studies have extensively investigated how different n-fold 

values affect validation results in various machine learning methods tested with a dataset with 

available numerical properties [12,13,14]. In this study, the VGAELDA (Variational Graph 

Autoencoders LncRNA–Disease Association) model, which uses variable inference and graph 

autoencoder together, was used to determine the relationships between IncRNA and disease. This 

model is divided into two as Variational Graph Autoencoder and Graph Autoencoder. These 

autoencoder types are trained with a variable maximization algorithm. These methods increase the 
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predictive ability of the created model. In the study, four different data sets were used to find the 

appropriate n value [15,16, 17]. Other studies in the literature using graph neural network-based 

computational methods to predict relationships between IncRNA-disease are summarized in Table 

1. When the studies were examined, it was seen that the studies in which different n-fold cross 

validation values were compared for different data sets were not sufficient in the studies performed 

to predict the relationships between the unknown IncRNA-disease. In this study, n values between 

2 and 10 were examined for 4 different data sets, contributing to the literature. 

Table 1.  Graph neural network-based computational methods [18]. 

Method Description 
N 

Value 
Source Code 

GCNLDA [8] 

A novel method based on graph 

convolution and convolutional neural 
network 

5 

 
Unavailable 

GAERF [19] 

A computational method based on graph 

autoencoder and random forest 5 Unavailable 

MLGCNET [20] 

A framework using multi-layer aggregation 

graph convolutional network and extra 

trees 

5 
https://github.com/ 

QingwWu/MLGCNET 

MGATE [21] 
A method using multi channel graph 
attention autoencoder 

5 

 

https://github.com/ 

sheng-n/MGATE 

GANLDA [22] 

An end-to-end computational model based 

on graph attention network 
10 

 
Unavailable 

GTAN [23] 

A novel method based on graph neural 

network with attribute level attention 
mechanisms and multilayer convolutional 

neural networks 

5, 10, 20 
 

Unavailable 

GAMCLDA [9] 

A computational framework based on 

graph autoencoder matrix completion 10 
 

Unavailable 

GCRFLDA [24] 

A method using graph convolutional matrix 

completion with conditional random field 
and attention mechanism 

5 

https://github.com/ 

jademyC1221/ 

GCRFLDA 

HGATLDA [25] 

A heterogeneous graph attention network 

framework based on meta-paths 5 
 

Unavailable 

https://github.com/
https://github/
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2. MATERIAL AND METHOD  

2.1. Graph Semi Supervised Learning 

This method is a type of semi-supervised learning using labeled and unlabeled data. This method 

tries to extract the label information of the unlabeled data from the data in the graph structure. It is 

used in many applications where a large number of unlabeled samples are obtained, although there 

are few labeled samples. The manifold assumption is used for the method. In the manifold 

assumption, samples located close together on a low-dimensional manifold share similar label. This 

assumption is used to construct the graph structure. The graph structure creates a graph where the 

nodes specify the samples and the weighted edges indicate the similarity between the nodes. This 

method of constructing graphs shows that nodes associated with weighted edges tend to have 

similar labels, in accordance with the manifold assumption. It tries to find the tags of unlabeled 

samples by making use of tagged samples. For example, the labels of the nodes associated with the 

labels of the labeled samples can be similarly predicted. These methods are important because of 

the abundance of unlabeled data and often reduce the need for data labeling and aid in a better 

understanding of datasets [26]. 

 

Figure 1. General structure of Graph semi-supervised learning  

 

This method is classified as in Figure 1. A similarity graph is created, and label extraction is done 

using this graph. Label extraction is difficult to do, it is divided into two as graphic editing methods 
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and graphic embedding methods. Graphical editing methods create a framework with the loss 

function, while graphic embedding methods create a new unified representation with the encoder-

decoder framework [26]. 

 

2.2. Graph Markov Neural Networks 

This method models the distribution of object labels with a field that can be trained using the 

variational EM (Expectation Maximization) algorithm. It combines statistical relational learning 

methods and graph neural networks. Useful representations for predicting object tags are learned 

and dependencies between object tags are modeled. In stage E, the graph neural network learns 

object representations to approximate distributions of object labels, while in stage M, a different 

graph neural network is available to model the label dependence. Studies on object classification, 

connection classification and unsupervised node representation learning have shown that the use 

of neural network method is advantageous. The general structure of the neural network is given in 

Figure 2. Yellow and gray squares indicate labeled and unlabeled objects. Graph markov neural 

networks are trained by switching between stages E and M [27]. 

 

Figure 2. General structure of graph markov neural networks [27]. 

 

2.3. Geometric Matrix Completion 

Models in this method are commonly used in recommendation systems and have the advantage of 

storing relationships between users and items with the help of graphs. However, the number of 

parameters to be learned in these models varies according to the number of users and items. The 

geometric matrix completion method proposes using geometric deep learning on graphs to 
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overcome this limitation. This method uses a multi-graph convolutional neural network that learns 

the graph structures of the elements, and a recurrent neural network that implements a learnable 

spread in the matrix. This structure always requires the same number of parameters regardless of 

the matrix size, so it is convenient in terms of the number of operations that will occur [28]. 

 

2.4. Graph Autoencoder  

This method is an embedding method that maps graph data to a low-dimensional space and reduces 

computational cost. It is a neural network that transforms the input data into a representation and 

reconstructs it from the encoder's output. This neural network structure uses graph neural network 

as input data. This method is widely used as it shows great potential in size reduction. It consists 

of two parts, encoder and decoder. Figure 3 shows the model of a graph autoencoder and a graph 

autoencoder built with a graph neural network. Input data is generated with the encoder. The 

decoder can regenerate the initial input data. The decoder in the given model is a graph neural 

network [29]. 

 

2.5. N-Fold Cross-Validation 

N-fold cross-validation is a method used to evaluate machine learning models. This method divides 

the dataset into n-folds and in each iteration, one is used as the test set and the remainder as the 

training set. These steps are repeated until the data set is fully evaluated. This method is used to 

evaluate the accuracy and general validity of machine learning models. In this way, it can be 

understood whether the predictions of the models are specific to the data set and more reliable 

results can be obtained. The general structure of the method is shown in Figure 4 [30]. 
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Figure 3. An autoencoder model based on Graph neural network [29]. 

 
Figure 4. N-fold cross-validation general structure  
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2.6. VGAELDA 

Graph semi-supervised learning is a learning method that aims to learn the relationships between 

features in the dataset. This method represents a dataset as a graph and aims to learn the 

relationships between nodes and edges on the graph. This method may yield better results than 

other methods for detecting similarities between features because graphs can more directly 

represent relationships between features in a dataset. VGAELDA is designed to solve the graph 

semi-supervised learning problem. With this model, a representation learning model was created 

by combining feature extraction and tag propagation networks and trained with a variational EM 

algorithm using variable inference and graph Markov neural networks. GNNq (Graph Neural 

Networks q), is a neural network model that utilizes the structure of a graph to extract features from 

it, it is called a variational graph autoencoder. On the other hand, GNNp (Graph Neural Networks 

p), is another neural network model that uses the graph's structure to propagate tags through it, it 

is referred to as a graph autoencoder. Both GNNq and GNNp are designed to operate on graphs, 

but they have different functions and purposes. While generating low-dimensional representations 

in the feature extraction stage, GNNp is determined and GNNq is trained with high-dimensional 

features. In the tag propagation stage, GNNq is determined, and the IncRNA-disease matrix is 

given as input to GNNp for training. These stages are performed continuously. The structure of the 

model used in the study is given in Figure 5 and the algorithm of the model is given in Figure 6. 

The hidden vector size of the model was determined as 256, the size of the lncRNA embedding 

vectors was 300, and the epoch value was 500 [16]. 

The EM algorithm is applied continuously until the GNNq/GNNp losses are minimized. As given 

in Equation 1, the GNNq loss function (Lossq) is calculated by the reconstruction error Lqr and the 

KL deviation LKL. IncRNA features have a Gaussian distribution, and the reconstruction error is 

calculated as given in Equation 2. Disease characteristics have a Bernoulli distribution and are 

calculated as given in Equation 3. KL deviation loss is calculated as given in Equation 4. GNNp 

loss function (Lossp) is calculated with reconstruction error and manifold loss as given in Equation 

5. The reconstruction error given in Equation 6 is calculated by the cross-entropy of the estimated 

and actual labels [16]. 
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𝐿𝑞 = 𝐿𝑞𝑟 + 𝐿𝐾𝐿                                                                                                                                                                        (1) 
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log 𝑋́𝑖𝑗                                                                                                                                                          (3) 

𝐿𝐾𝐿 = − ∑
1

2
𝑖,𝑗
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2 )                                                                                                                         (4) 

𝐿𝑝 = 𝐿𝑝𝑟 + 𝛾𝐿𝑚                                                                                                                                                                       (5) 

𝐿𝑝𝑟 = − ∑ 𝑌𝑖𝑗

𝑖,𝑗

log 𝐹𝑖𝑗                                                                                                                                                            (6) 

 

Figure 5. Structure of the VGAELDA model [16]. 

 

Figure 6. The algorithm of the VGAELDA model [16]. 
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Four different data sets were used in the study. Dataset 1 is an lncRNA-disease association dataset 

containing 540 associations between 115 lncRNAs and 178 diseases. This dataset was collected 

from the LncRNADisease Database [31]. Dataset 2 is an lncRNA-disease association dataset 

containing 2697 associations between 240 lncRNAs and 412 diseases. This data set was also 

collected from the LncRNADisease Database [31]. Dataset 3 includes 240 lncRNAs, 495 miRNAs, 

and 412 diseases. This dataset comes from Fu et al.'s study of LncRNA–Disease Association 

prediction [32]. Dataset 4 is a miRNA-disease association dataset containing 4264 associations 

between 348 miRNAs and 210 diseases. This dataset was downloaded from the HMDD v3.0 

database [33]. The methods described in the study were developed using the Python programming 

language and implemented in the PyCharm integrated development environment. The choice of n 

value for cross validation significantly affects the performance of the determined model. Studies 

suggest choosing values of 5, 10 or 20 because it is generally preferable to use more models for 

training purposes [34]. For this reason, the value of n was chosen between 2 and 10 for the study. 

 

3. RESULTS AND DISCUSSION  

In this study, various n values in cross validation were compared and the results were examined. 

An attempt has been made to find the appropriate n value that provides better prediction accuracy 

and AUROC/AUPR. For the study, calculations were made with 2, 3, 4, 5, 6, 7, 8, 9 and 10 n 

values. While the receiver operating characteristic (ROC) curve is created with TPR (True Positive 

Rate) and FPR (False Positive Rate), the area under the ROC curve (AUROC) and the area under 

the Precision-recall curve (AUPR) are the methods used to show the success of the model. A n 

value with the highest cross validation values for AUROC and AUPR and not too computational 

complexity is accepted as the most appropriate n value. The results for different n values are given 

in Table 2. Looking at the majority of datasets, n=10 outperformed all other n-values. In data set 

1, it was observed that there was an increase in AUROC from n=2 to n=7, a decrease in n=8 and 

an increase in n=9,10 values again. A sustained increase was observed for AUPR. In data set 2, it 

was observed that there was an increase from n=2 to n=5 for AUROC and AUPR, a decrease in 

n=6 and an increase again in values from n=7 to 10. In data set 3, it was observed that there was an 

increase from n=2 to n=7 for AUROC and AUPR, a decrease in n= 8 and an increase in n=9,10 
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values again. In data set 4, it was observed that there was an increase from n=2 to n=7 for AUROC 

and AUPR, decreases in n= 8 and 10 values, but increased again in n=9 values. The values of Lossp 

and Lossq loss functions are given in Table 3. Looking at the missing functions for the four data 

sets, n=5, 6 and 9 values for Lossp in Dataset 1, n=2, 4 and 10 values for Lossq, n=7, 8 and 9 values 

for Lossp in Dataset 2 , n=2, 3 and 10 for Lossq, n=4, 6 and 9 for Loss in Dataset 3, n=2, 4 and 10 

for Lossq, n=6 for Lossp in Dataset 4, It was seen that it gave low results at 8 and 9 values, and 

n=2, 3 and 10 values for Lossq. Execution time values are given in Table 4. Looking at the 

execution time for the four datasets, it is seen that the seconds value increases as the n value 

increases, except for the n=6 and n=10 values in Dataset 1. Except for the n=8 value in Dataset 2, 

it was observed that the seconds value increased as the n value increased. Except for the n=10 value 

in Dataset 3, it was observed that the seconds value increased as the n value increased. In Dataset 

4, it was observed that the seconds value increased as the n value increased. ROC and PR curves 

of Dataset 1, Dataset 2, Dataset 3 and Dataset 4 from n=2 to n=10 are given in Figure 7, Figure 8, 

Figure 9 and Figure 10, respectively. The blue line represents the ROC curve and the orange line 

the PR curve. Performance results of datasets with various n values show that n is not generalizable 

for the VGAELDA model. Therefore, it shows that the performance of a model with different n-

fold cross-validation values is determined by many components related to model structure and 

complexity, and the grade and number of dataset used. Studies show that a better prediction model 

can be created by increasing the prediction accuracy of the cross-validation algorithm. 
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Table 2.  AUROC and AUPR results for different n values 

 Dataset 1 Dataset 2 Dataset 3 Dataset 4 

N values for 

Cross 

Validation 

AUROC AUPR AUROC AUROC AUPR AUPR AUROC AUPR 

N=2 0.7593 0.4494 0.7403 0.4042 0.7138 0.3585 0.7608 0.5770 

N=3 0.8890 0.6882 0.8506 0.6523 0.8066 0.5253 0.8483 0.7123 

N=4 0.9122 0.7360 0.9211 0.7661 0.8564 0.6021 0.9069 0.8146 

N=5 0.9631 0.8449 0,9584 0,8580 0.9229 0.6959 0.9300 0.8487 

N=6 0.9664 0.8689 0.9336 0.8283 0.9367 0.7216 0.9350 0.8693 

N=7 0.9665 0.8707 0.9729 0.8894 0.9455 0.7511 0.9607 0.9015 

N=8 0.9648 0.8747 0.9748 0.8954 0.9326 0.7505   0.9570 0.8961 

N=9 0.9758 0.9019 0.9785 0.9021 0.9512 0.7581 0.9696 0.9180 

N=10 0.9770 0.9046 0.9898 0.9343 0.9694 0.8111 0.9634 0.9171 
 

 

Table 3.  Lossp and Lossq results for different n values 

 Dataset 1 Dataset 2 Dataset 3 Dataset 4 

N values for 

Cross Validation 
Lossp Lossq Lossp Lossq Lossp Lossq Lossp Lossq 

N=2 0.2332 0.0769 0.2672 0.0779 0.2770 0.0745 0.2266 0.0158 

N=3 0.1706 0.0919 0.2469 0.0903 0.2648 0.0904 0.2178 0.0134 

N=4 0.1802 0.0873 0.2483 0.1033 0.2349 0.0850 0.2107 0.0313 

N=5 0.1690 0.1015 0.2296 0.1097 0.2642 0.1015 0.2110 0.0288 

N=6 0.1586 0.0970 0.2088 0.1242 0.2370 0.0925 0.2074 0.0365 

N=7 0.1755 0.1058 0.1951 0.1311 0.2588 0.1014 0.2078 0.0427 

N=8 0.1703 0.1084 0.1953 0.1413 0.2591 0.1043 0.1926 0.0614 

N=9 0.1637 0.0999 0.1957 0.1502 0.2543 0.0971 0.2009 0.0556 

N=10 0.1883 0.0785 0.2211 0.0809 0.2906 0.0793 0.2414 0.0213 
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Table 4.  Execution time results for different n values 

 

 

Figure 7. Plot graph results of different n values for Dataset 1 (continuing) 

 Dataset 1 Dataset 2 Dataset 3 Dataset 4 

N values 

for Cross 

Validation 

Execution Time 

(seconds) 

Execution Time 

(seconds) 

Execution Time 

(seconds) 

Execution Time 

(seconds) 

N=2 55.6821 346.2108 61.0048 60.6895 

N=3 84.6763 533.7133 102.6874 90.3744 

N=4 117.1502 754.4565 124.5229 127.4893 

N=5 179.1467 965.4385 146.4717 160.9431 

N=6 176.5914 1395.0183 205.6096 207.4925 

N=7 208.4421 1488.4724 224.7853 213.0182 

N=8 238.8682 1448.2642 269.3764 376.0928   

N=9 583.8292 1564.2915 296.0036 420.0812 

N=10 420.2618 1875.5056 282.5071 500.3574 
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Figure 7. Plot graph results of different n values for Dataset 1 

 

 

 

 

Figure 8. Plot graph results of different n values for Dataset 2 
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Figure 9. Plot graph results of different n values for Dataset 3 

 

Figure 10. Plot graph results of different n values for Dataset 4 (continuing) 
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Figure 10. Plot graph results of different n values for Dataset 4 

 

4. CONCLUSION  

In this study, the VGAELDA model, a model that combines variational inference and graphic 

autoencoders, was used to determine the relationships between lncRNA and disease. In the study, 

the performance of various n values (2, 3, 4, 5, 6, 7, 8, 9 and 10) in n-fold cross-validation on 

different data sets was investigated. The performance values of the model for the same 

classification task differ from one dataset to another. In the study, when the majority of the data 

sets are examined, the n=10 value outperformed all other n values. When the missing functions are 

examined for the four data sets, it is seen that they generally give low results for the values of n=2, 

8 and 10. In addition, when the data sets are examined in general, it is seen that the execution time 

increases as the n value increases. In some cases, an increase in n increases the accuracy, while in 

some cases it only increases the computational cost. When the n value is increased, the accuracy 

of the model does not increase at the same rate. Because of these situations, choosing the n value 

is important because a small n value has little variance, is easy to calculate, and has high bias. But 

a large n value is difficult in terms of complexity, has high variance, low bias. Therefore, the size 

of each data set must be appropriate for the n-value to provide an accurate estimate of the model's 
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performance. In order to find the most appropriate n value in improving the accuracy, it would be 

appropriate to work with various n values on a specific data set and model. 
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