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Abstract
The crisis of representative democracy is to a large extent a crisis of disintermediation. Its best known and most studied 
manifestation is expressed in the weakening of political parties and representative institutions and the link between them 
and the citizenry. However, the weakening of traditional media and the progressive replacement of their intermediary 
role between politics and citizens by social networks, although less studied, is of critical importance. This article analyses 
how the disintermediation of information facilitated by social networks aggravates the crisis of democracy. It shows how 
the characteristics of the digital ecosystem facilitate the spread of disinformation and fake news, erode citizens’ trust in 
the veracity of information and contribute to the undermining of representative democracy and its institutions. It also 
examines the regulatory strategies being adopted by democratic governments to restore the quality of public space and 
public confidence in the media and the dilemmas and difficulties they face in doing so.
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Introduction1

It is well known that representative democracy is undergoing a profound crisis. 
Freedom House (2022) and other relevant organisations have noted, in parallel to the rise 
of populism and authoritarianism, the worrying decline of democracy at the global level, 
a trend that is manifesting itself for the seventeenth consecutive year and is therefore 
structural rather than cyclical. 

The facets of this democratic crisis are manifold and cannot be dealt with systematically 
here. It is important to note, however, its intimate connection with the technological 
change facilitated by the digital revolution. This transformation has a profound and lasting 
impact on a fundamental element of democracy: the functioning of the public space and, 
within it, the role of the media as intermediaries between citizens and political power. 

This article aims to analyse the characteristics of the digital ecosystem that erode 
citizens’ trust in the veracity of information and thus contribute to undermining 
democracy and its institutions. It aims to facilitate discussion on the regulatory options 
that legislators should consider protecting the general interest and rebuild a public and 
media space compatible with democratic principles and values.

The article has four sections. The first examines a lesser-known aspect of the crisis 
of representative democracy: the informational crisis that accompanies it. The second 
section details the characteristics of the digital ecosystem that increase the weakness and 
vulnerability of shared public space and representative institutions. The third outlines 
the reasons and ways in which authoritarian regimes exploit these vulnerabilities to 
interfere in democratic electoral processes and to undermine citizens’ trust in democratic 
institutions and political forces. The fourth attributes these tensions to an extremely lax 
regulatory approach that has had adverse consequences both from a market (opening 
the way to monopolistic practices and situations) and political and social (weakening of 
the media and shared public space) point of view. To conclude, the different regulatory 
strategies adopted in the US and the European Union are examined, pointing out the 
markedly interventionist character of the latter as opposed to the US.

A Public Space in Crisis
Democracy is impossible without a shared public space. In that space there are facts 

and opinions. Information establishes the facts and deliberation allows for the exchange 
of arguments about the value and interpretation of those facts. In this public space, so-
called “alternative facts”, a crude but dangerous synonym for lies, are set against “raw 
facts”. That is why it is said that citizens are entitled to their own opinions, but not their 
own facts. Without facts there is no possibility of debate, no possibility of establishing 
truth and no possibility of democracy (Arendt, 2017 [1967]).

In a small-scale democracy, such as the Greek one, the public space (the agora) can 
be face-to-face and governed by direct communication. But in a large-scale democracy, 
this is impossible.  Because of their scale and complexity, contemporary democracies can 
only be indirect, or representative, democracies, which is why the crisis of representation 

1 An earlier version of this article was published in Spanish in 2020 under the title “Democracia y redes 
sociales” in the Report “¿Cómo salvar las democracias liberales?” (How to save liberal democracies) 
published by Círculo de Empresarios.



José-Ignacio Torreblanca / Social Networks and Democracy: Problems and Dilemmas of Regulating the Digital Ecosystem

17

they suffer is so important and central to the democratic crisis. Liberal democracy, with 
its checks and balances, separation of powers and rule of law, cannot be led just by 
assemblies. In fact, direct democracy has never guaranteed a quality deliberative public 
space, not even, as Socrates himself could testify, in Greece itself. Just as assemblies 
tended to be irrational even in Greek times and were easily manipulated by demagogues, 
contemporary experiments with direct democracy formulas have not generally fared any 
better (think, for example, of the Brexit referendum). 

As we see daily, today’s digital agora is very much like those chaotic assemblies, Greek 
or contemporary, where emotion easily prevails over reason and the most radical opinion 
displaces the most moderate. And it bears little resemblance to democratic parliaments, 
which over time have developed numerous institutional mechanisms designed to 
guarantee a certain stability of legislation: elections every four years, voting discipline, 
super-majority decision thresholds, constructive motions of censure, or specialised 
committees, among other mechanisms (Shepsle and Weingast, 1981). 

While there was initially hope that the digital revolution would facilitate the transition 
to closer and more authentic direct democracy, this utopian dream has turned out to be 
false, and even dangerous. Digital democracy is technologically possible, but its political 
consequences can be devastating. Democracy requires, and will continue to require, 
intermediaries (political representatives) and, at the same time, the media, which are 
crucial for citizens to be able to know truthfully what their representatives are doing 
and thus to be able to control them effectively. Without reliable intermediaries, citizens 
cannot know the facts, establish the truth and thus control their rulers. 

The problem is that technological change, as it has taken place over the last two 
decades, alters the ecosystem that allows representative democracy to exist. First, 
because it weakens the traditional intermediaries, the political parties, allowing citizens to 
coordinate more effectively to come up with alternative formulas for political participation 
and representation. This, which in principle should be welcome in that it allows citizens 
to break the oligopoly exercised by traditional parties, ends up proving problematic 
because the new parties or forms of participation that emerge, whether civic platforms 
or virtual communities, often fall into the same vices that they denounced and end up 
becoming plebiscitary parties dominated by hyper-leadership without internal plurality. 
All this is due to the same phenomenon experienced by the Greeks: disintermediation 
does not transfer sovereignty from the intermediaries to the grassroots, but to an even 
smaller and more difficult to control minority. The large technological platforms, after 
disintermediating the traditional media, have become closed monopolies that abuse their 
dominant position and prevent and block the progress of other companies (Lanier, 2018; 
López-Blanco, 2019; Soros, 2019).

The impact of digital disintermediation does not end with the weakening of political 
representation, but also has a powerful impact on the media, whose business model is 
weakened, making it impossible to finance quality journalism. It does so primarily through 
the diversion of audiences and consequent advertising revenues to digital platforms and 
social media. The European Commission has estimated that between 2010 and 2014 alone, 
the loss of revenue for print news publishers was €13.45 billion (European Commission 
2018). These figures should come as no surprise as Facebook/Meta has 2 billion users, 
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YouTube 2.1 billion, WhatsApp 2 billion and Instagram 1.2 billion, and Tik Tok 1 billion. 
Out of a worldwide digital advertising market of $567 billion, Google and Facebook now 
account for 29% and 19%, respectively (Digiday, 2022).

As in the case of political parties, the crisis of the traditional media would not represent 
a problem if, as was envisaged at the beginning of this revolution, their digital substitutes 
could not only replace them in the fulfilment of this intermediation function, but even 
improve it, thus making it possible to overcome the shortcomings and errors of their 
analogue predecessors. The problem is that the new intermediaries, technological 
platforms and social networks, largely because of their own nature and business model, but 
also because of inadequate regulation, do not offer a re-intermediation that compensates 
for the disintermediation they cause, and therefore lack the necessary qualities to generate 
an alternative democratic public space to the one they destroy. 

As evidence of this erosion of public trust, the Gallup Institute (Gallup and Kellogg 
Foundation 2019) found that between 2003 and 2016, the percentage of Americans 
who said they trusted the media fell from 54% to 32%. Most respondents identified 
inaccuracies and biases as the main factors behind their loss of trust in the media, to the 
point of placing it at the bottom of indicators of trust in democratic institutions (Ingram, 
2018). 

At the European level, things are not much different: according to Eurobarometer 
data, 68% of Europeans say they have been exposed one or more times a week to false 
or distorting information. Significantly, while 53% of Europeans still say they trust 
the press, only 24% say they trust the information they receive via social media and 
messaging platforms. The worrying result is that 82% of respondents say that fake news 
and misinformation are a problem for democracy (Eurobarometer 2018).

According to the Edelman Trust Barometer, which includes 26 countries, the problem is 
global in scope: put in order of their degree of trust in four key institutions - governments, 
businesses, NGOs and the media - the latter would be the worst rated institution of the 
four, enjoying the trust of only 47% of respondents, with only a worrying 36% trust in 
Spain (Edelman Trust Barometer, 2019).

The deterioration of that trust has led the London School of Economics to identify five 
major ills in British citizens’ attitudes towards the public sphere and, consequently, to 
assert the existence of a “systemic information crisis that requires coordinated, long-term 
institutional responses” (Livingstone, 2019: 7). These five elements would be: “confusion”, 
leading citizens to be unsure about what is true and what to believe; “cynicism”, leading 
them to lose trust, even in authoritative sources; “fragmentation” of citizens into 
information niches where parallel realities and narratives exist; “irresponsibility”, visible 
in the proliferation of organisations that operate both outside traditional ethical codes and 
outside control and accountability for their actions; and, finally, “apathy”, manifested in 
a growing disaffection of citizens with the public sphere and a loss of faith in democracy 
and its institutions. 

Risk Factors in the Digital Ecosystem
It is important to point out that the information crisis predates the digital era, as do 

the problems of democracy. Each wave of populism and democratic crisis has been 
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associated with an information crisis and a communication technology that has made it 
possible to disseminate the ideas of these movements. The press, which today we praise 
and whose demise we fear, played a major role in mobilising the first waves of populism 
that shook European democracies in the late 19th and early 20th centuries. It was also 
instrumental in instigating in European populations the nationalism that led to the Great 
War of 1914. As the British tabloids still show today, the tabloids never needed digital 
tools to sell its yellow journalism to the public. And the same can be said of radio, now 
considered a reputable medium, but which has been the indispensable companion of all 
totalitarianisms, from the 1930s to the most recent Rwandan genocide. And even books 
and the printing press, today sacralised as the highest forms of communication and culture, 
have historically played a very problematic role as instruments for spreading falsehoods, 
hateful ideologies, and disinformation. Recall how the biggest anti-Semitic propaganda 
operation, the one articulated around the false Protocols of the Elders of Zion, which 
claimed to prove the existence of a worldwide Jewish conspiracy, was prepared, printed, 
and disseminated by the Tsarist political police. Thus, the relationship between politics 
and communication technologies has always been complex. In that sense, although the 
digital revolution does not offer something new (the possibility of manipulating public 
opinion), it does offer something new and different (the possibility of doing so much 
more quickly and effectively).

There are several problems endogenous to social networks and digital platforms that 
make them highly problematic from the point of view of democracy. Disintermediation, 
already mentioned, is one of them. Also important is the business model, based on the 
so-called “attention economy”, which revolves around the need to keep users on the 
platforms for as long as possible to expose them to as many advertisements as possible 
and to collect as much data on their behaviour as possible. The monetisation of attention 
requires prioritising emotions and the most controversial or eye-catching facts; in the case 
of politics, this involves amplifying negative or confrontational messages that deepen 
polarisation and generate traffic (Goldhaber, 1997; Gómez de Ágreda, 2019).

Another element is opacity. The algorithms that decide what takes precedence and 
what users of social media platforms and networks see first or most often are opaque. 
This means that users who want to appear in prominent positions on search engines or 
platforms have incentives to try to force the ranking system that companies use (the 
algorithms) in their favour. Most of the time this is done legitimately, i.e., by paying 
companies to achieve a better ranking, others by trying to understand how search engines 
work to optimise their posts for better rankings; sometimes by artificially and fraudulently 
generating traffic (Ghosh and Scott, 2018; Simpson and Conner, 2020).

A third problematic factor inherent to the digital ecosystem is the lack of adequate filters 
and controls, as networks are designed to facilitate access, not restrict it, making it easier 
for false information to pass as legitimate. In turn, the platforms’ automatic advertising 
systems allow and encourage the creation of websites that appear to be legitimate media 
outlets but function as repositories and launderers of fraudulent information. These 
media pretend to be journalistic companies, but in reality, they are agents at the service 
of certain causes and political actors whose main task is to launder false information 
(Meleshevich and Schafer 2018). They usually establish and present themselves as local 
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media, as they are the ones, due to their proximity, that unsuspecting citizens are most 
likely to trust, and they generate traffic based on legitimate news (weather, sports, events 
or local information), which allows them to capture advertising revenue. On top of this 
content, they then add different layers of misinformation, for example, xenophobic or 
conspiratorial in nature (Yin et al, 2018).

In addition to the dissemination and re-dissemination of messages, true or false, by 
social networks on the basis of their algorithms, there is the presence of third party actors, 
who with advanced tools (fake accounts, bots) are able to create or amplify conversations, 
falsifying the image and perception that other users have of what is really happening and 
what is being said in the digital agora. For example, a study by Alto Analytics (2019) 
showed, after examining a total of 25 million movements on social networks (combining 
Facebook, Twitter, YouTube, Instagram and other digital communities), that 0.05% of 
users, who showed abnormal behaviours suggesting automation in the dissemination 
and re-dissemination of content, were responsible for at least 10% of the total political 
content generated during the Spanish European election campaign in May 2019. Similar 
studies by the same company have detected similar patterns of abnormal behaviour in 
phenomena such as the election of Jair Bolsonaro in Brazil, the yellow vest protests in 
France, or the anti-vaccine movements, among others.

The investigations into the Brexit referendum in June 2016, along with the US election 
in November 2016 that brought Trump to power, have given us a better understanding 
of how malicious actors have been able to exploit some of these features of social media 
to manipulate voters’ sentiments and potentially guide their vote. Investigations by the 
FBI, the US Attorney’s Office and independent experts have yielded solid and abundant 
evidence on the depth and extent of such interference. Operation Lakhta, coordinated from 
the Internet Research Agency, a huge troll farm based in St. Petersburg, published some 
10 million fake tweets, 116,205 fake Instagram posts, 1,107 YouTube videos and 61,483 
Facebook posts, reaching a combined audience of 126 million people in the US. This 
immense digital activity was not only important in quantitative terms but also qualitatively, 
as it was designed and targeted with very precise patterns of message segmentation by 
communities: the campaign encouraged right-wing voters to go out and vote through 
fake ads in which Muslim organisations invented in St. Petersburg but pretending to be 
based in the US called for a vote for Hillary (“Muslims for Hillary”). In other cases, the 
influence was aimed at reinforcing the African American community’s feelings of pride 
and belonging (@blacklivesmatter) in order to demobilise their vote and get them not to 
support Hillary Clinton (SCSI, 2018; US vs Elena Aleekseevna Khusyaynova, 2018).

The micro-segmentation and disinformation tools used by the Kremlin converged with 
those used by the Trump campaign, directed by Steve Bannon, financed by Robert Mercer 
(who had also promoted Brexit) and designed by the Cambridge Analytica company, 
directed by Alexander Nix, which brought together the best experts in psychometric 
techniques, i.e., designed to understand and manipulate the emotions of voters. One 
of these techniques, called OCEAN, used five concepts: “openness” to experience, 
“conscientiousness”, “extraversion”, “agreeableness”, and “neuroticism” to construct 
personality profiles. This research was then transferred to the experimental level, where, 
via focus groups with groups of potential voters, an attempt was made to understand how 
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negative political emotions functioned and were instigated.  SCL, Cambridge Analytica’s 
campaigning company, boasted to its clients that it had profiled 240 million Americans, 
with between four and five thousand pieces of data on each of them (Confessore and 
Hakim, 2017; Wylie, 2019).

The ease with which it was possible to present distorted information or manipulate 
emotions and influence the voting intentions of millions of Americans was not only due 
to the lack of scruples of some companies or businessmen but also to the simplicity with 
which these companies were able, thanks to their collaboration with digital platforms 
such as Facebook, to appropriate the personal data of 87 million Americans to use them 
for fraudulent political purposes. In this way, they gained invaluable voter information 
that other political campaign operators and polling companies lacked, allowing them to 
target their campaign resources and messages to 13.5 million potential voters in sixteen 
key states in the American Midwest that traditional companies had previously ignored for 
lack of accurate data and profiles (Persily, 2017).

It has been estimated that the combined impact of these actions resulted in 25% of 
Americans being exposed to some form of fake news during the height of the election 
campaign (October-November 2016), but with a very significant incidence among 
conservative voters: 6 out of 10 visits to these fake news repositories were concentrated 
among the top 10% of conservative voters (Guess et al, 2018). Moreover, older people 
were the most vulnerable: those aged 65 and over were five times more likely to share 
fake news than those aged 18-25 (Barberá, 2018; Howard et al, 2019).

Although companies such as Facebook have repeatedly denied offering their customers 
products based on information about their users’ emotional states, there is sufficient 
evidence that their staff have done so (Levin, 2017). More seriously, Facebook has not 
only collected emotional information, but experimented with how to create or manipulate 
those emotions (Garcia-Martinez, 2017). The ultimate goal of all this research, commercial 
in its origin, was to offer advertisers the possibility to reach their potential consumers 
with a precision never known before, even in a predictive way, i.e., to be able to predict 
from consumers’ activity on social networks at what point a consumer was planning or 
predisposed to purchase a consumer item (Biddle, 2018).

In the political arena, Facebook researchers have also successfully experimented with 
techniques to increase voter turnout based on social pressure from the voter’s immediate 
environment: in the 2010 congressional elections, it mobilised an additional 340,000 
voters in an experiment involving 61 million users (Bond et al, 2012; Corbyn, 2012). 
It has also done research on how to influence the political opinions and votes of people 
using its platform based on the order of presentation and sequence of presentation of 
information about a candidate or party or according to theories of ‘emotional contagion’ 
(Kramer et al, 2014).

As Soshana Zuboff (2020) has warned, for years users thought they were using Google 
as a search engine when the reality was that Google was the instrument for searching 
them. It was therefore just a matter of moving the research that the platforms themselves 
were already doing on the emotional predispositions of their users from the consumer to 
the political level (Christl et al, 2017). Given the immense volume of personal information 
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collected by platforms without users’ knowledge and for marketing and advertising 
purposes, it was only a matter of time before this information was used for electoral 
purposes. As Emma Briant (2018) has pointed out, advances in propaganda techniques 
that combine the illegal extraction of personal data with the use of artificial intelligence 
tools and knowledge derived from neuroscience and psychology are far ahead of our 
knowledge and, consequently, our ability to regulate.

Foreign Interference in Democracies
Although important, election interference represents only a small part of the 

disinformation problem: its scope and depth have made it a major global problem. Freedom 
of the Net (2019) identifies as many as 30 governments that produce and disseminate 
content to distort information circulating on the internet, with particular emphasis on 
Russia, China, Iran and Saudi Arabia.

As we have seen during the COVID-19 crisis, information has become an additional 
field of geopolitical friction between authoritarian regimes and liberal democracies 
(Rosenberger and Howard, 2020). In the Russian case, through increased actions aimed 
at sowing confusion and mistrust in scientists and politicians. And in the Chinese case, 
through a strategy aimed at covering up the damage that the initial origin and concealment 
of the virus has done to its international image (Cardinal, 2020; East Stratcom Task Force, 
2020). This strategy has had two elements of action: one positive or friendly, consisting of 
using social networks to amplify the image of Chinese generosity and the corresponding 
gratitude; the other, more aggressive, aimed at sowing information that reinforces the 
theory that the virus may not have originated in China or attacking those who criticise 
China. An example of this first strategy is the study by Formiche magazine of the 47,821 
tweets by the Chinese Embassy in Rome in February 2020 showing photographs of planes 
carrying Chinese medical equipment to help in the COVID-19 crisis: the study concluded 
that 46.3% of these tweets, under the hashtag China with Italy (#forzaCinaeItalia), showed 
automated patterns of behaviour and therefore sought to artificially create the appearance 
of spontaneous solidarity between China and Italy (Carrer and Bechis, 2020).

That both Moscow and Beijing are the actors that most systematically employ 
disinformation is neither coincidental nor confined to the COVID issue: in fact, they do 
so strategically. There are two reasons for this. First, for authoritarian regimes, control of 
information is an existential necessity: just as democracies cannot survive without free 
media and informed citizens, dictatorships cannot coexist with freedom of information 
without a crisis. Therefore, even if they did not need them to sustain themselves 
internationally, it would still be essential to have and practice such propaganda and 
disinformation strategies inwards, which gives them experience and repertoires of action 
in this area (Sanovich, 2017). 

Second, if, as is the case, these regimes also live in a hostile geopolitical environment, 
outside information is essential in two different ways: first, passive, insofar as they 
need to block or filter their citizens’ access to truthful information from abroad; second, 
proactive or offensive, which consists of weakening their enemies. The latter strategy, 
which consists of disseminating false or malicious information that diminishes the 
enemy’s self-confidence and thus its willingness and ability to confront, has dominated 
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the geopolitical landscape of Russia-West relations over the past decade. According to 
the European Parliament, information warfare strategies operate on two fronts: one, 
cybersecurity, where the aim is to damage the opponent’s information infrastructures; 
and two, psychological, where the aim is to influence the enemy’s population and/or its 
leaders to make decisions favourable to the opponent’s interests (European Parliament 
Research Service, 2015). 

In the case of Russia, the consistency and perseverance of its disinformation strategies 
is, paradoxically, related to its weakness. Since coming to power in 2000, Putin’s goal 
has been, to use Trump’s frame of mind, to ‘make Russia great again’. However, despite 
its vast natural resources and the availability of a large armed forces, including nuclear 
weapons, Russia’s leaders are aware that the West’s power is far superior economically 
and militarily - its GDP is lower than France’s and its military spending is a fraction of 
that of the US and Europe. 

Yet, as the dissolution of the USSR and the Warsaw Pact showed at the time and the so-
called ‘colour revolutions’ on Russia’s borders have demonstrated, far more threatening 
than the West’s military might is the attractiveness of its model of life to its citizens. This 
factor, which Joseph Nye has described as “soft power”, refers to the attractiveness and 
influence that open, prosperous, and free societies exert on those that are not (Nye 2005).  
In the case of Russia, the extension to its borders of the number of free and democratic 
states that have looked to the Atlantic Alliance, rather than Moscow, for their security 
guarantees has been interpreted in Moscow as a threat to the survival of Putin’s political 
model. From the secession of Kosovo, a dangerous precedent for a federal country with 
large Muslim minorities, to the Orange Revolution in Ukraine, a country that Russian 
nationalist elites see as inextricably linked to Russia, to the pro-democracy protests in 
Russia in December 2010, which Putin has always seen as US-instigated, it has been clear 
to the Russian regime that its survival depended on weakening the appeal of the Western 
model of life, both to its own citizens and to Western citizens themselves. This has led 
to a strategy of reinforcing the verticality of power within Russia, terrorising or putting 
heavy pressure on dissidents but, above all, imposing an iron grip on the media, especially 
television. And, in parallel, an external strategy aimed at promoting Westerners’ distrust 
of their democratic institutions and, especially, providing information support to the anti-
establishment forces that in each country, from the National Front in France to Alternative 
for Germany or the League in Italy, were most likely to bring to power populist anti-
European parties that would weaken both intra-European cohesion and the transatlantic 
link (Milosevich, 2017).

It is in this context that Russian state media (Sputnik or Russia Today) aimed at 
foreign audiences are born and operate. As US Secretary of Defence General Mattis 
(2005) pointed out in 2005, the overwhelming US military superiority forces its enemies 
to renounce conventional warfare and forces them instead to seek niches of irregular 
confrontation where the combination of technology and other opportunistic tactics allows 
them to gain an advantage, a strategy confirmed by Russian strategists in their numerous 
pronouncements on hybrid warfare and their actions abroad, from Crimea to Salisbury 
(Ng and Rumer, 2019). The strategy is also confirmed by the heads of Russian state media, 
such as Margarita Simonyan, director general of Russia Today, who in 2013 confessed 
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in an interview that in ‘peacetime an international channel would not be necessary, but 
in wartime it can be crucial’ (Resinger and Golts, 2014; Rutenberg, 2017). Since then, 
whether it is the idea that the European Union has no future, that the far right is spreading 
across Europe, encouraging xenophobic movements, campaigns against George Soros, 
lies about the downing of MH-17 over Ukrainian territory or vaccines, these state media 
have exploited all the weaknesses they have found in Western democracies, including, 
in the Spanish case, the secession of Catalonia (Alandete, 2018; Polyakova et al, 2017).

Disinformation not only weakens democracies but, in parallel, strengthens authoritarian 
regimes. Authoritarian regimes have not only mastered social media on the international 
front to discredit democracies in the eyes of their citizens and their own, but at home to 
strengthen their regimes in hitherto unthinkable ways. What were once mass media and 
totalitarian propaganda tools have today become mass surveillance tools thanks to the 
combination of artificial intelligence tools that allow them to collect and exploit data 
to politically profile their citizens to control them more closely. In the Chinese case, 
the use of such techniques, combined with facial recognition, has degenerated into an 
authoritarian techno-nightmare of major proportions and put the Chinese regime in a 
position to achieve the dream of every authoritarian regime: to be able not only to detect 
dissidents before they organise themselves but, using artificial intelligence tools, to 
predict who they might potentially be (Human Rights Watch, 2019; Soros, 2019). 

The Internet was born out of a utopian dream of global liberation and universal 
knowledge. But the reality today is that of the 3.8 billion people who have access to the 
internet, 71% live in countries where they can be fined or imprisoned for expressing their 
political opinions or religious feelings on the internet and 56% in countries where the 
authorities block content for ideological reasons. In fact, only 20% of internet users live 
in countries considered free and only 7% of countries that hold competitive elections are 
free from electoral interference (Freedom on the Net, 2019).

The owners of Cambridge Analytica claimed to their clients that their technicians 
needed only 70 likes from a Facebook user to know more about that person than their 
friends, 150 to know more than their parents and 300 to know more than their partner. 
Above that number, they presumed, they already knew more about that person than the 
person themselves (Illing, 2018). A claim intended to prove the commercial potential 
of their apps, which allowed them to promise a phone or insurance company that they 
could predict when a user was going to request a transfer or unsubscribe, but which in a 
context such as China’s takes on a very threatening meaning from the point of view of 
human rights and the possibility of political change. And it highlights the extent to which 
malicious use of the digital ecosystem is intimately linked to the very characteristics of 
that ecosystem.

Regulatory Options and Models
The dire consequences of the deregulation of social platforms and networks in terms of 

the functioning of markets, increasingly dominated by the monopolistic practices of a few 
companies, and its debilitating impact on democracies and their representative institutions, 
is generating a convergence in terms of regulatory preferences. It is remarkable, for 
example, that one of the fathers of the Internet, Tim Berners-Lee (2014), and a renowned 
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sociologist such as Anthony Giddens (2018) agree on the need to enact a Digital Bill 
of Rights to complement the classic declarations of rights. Gone is the well-meaning 
utopianism that presided over the beginnings of the digital revolution, visible in John 
Perry Barlow’s 1996 Declaration of Independence of Cyberspace: “We are creating a 
world in which everyone will be able to participate without privilege or prejudice created 
by race, economic or military power or place of birth, a world where everyone will be 
able to express their beliefs, whatever they may be, without fear of being coerced or 
silenced” (quoted in Persily, 2019).

Statements like that reflect well the spirit that dominated internet regulation in its early 
days. That same year, 1996, saw the enactment of the US Communications Decency Act, a 
law that today virtually all observers place at the root of the problems of accountability of 
social media platforms and networks for the content they publish. In section 230, section 
C.1, the US Congress established that “no provider or user of an interactive computer 
service shall be treated as the publisher or speaker of any information provided by another 
information content provider”. In this way, it provided immunity to technology companies, 
but also to the authors of blogs or any other type of pages, against content posted by third 
party users that could eventually be considered defamatory or offensive by the courts. 
This law provided legal cover for users of YouTube, Vimeo, Facebook or Twitter to post 
their content on these platforms without being obliged to view their content beforehand 
or authorise its publication. Its aim was to preserve freedom of expression, as review was 
considered a form of censorship, and to allow for growth and innovation in the sector, 
something it certainly achieved. In practice, however, it turned technology platforms into 
“noticeboards” exempt, except in a very small number of cases, from liability for their 
content. 

One of the main criticisms of this law today is that it ignores the fact that these 
companies were always much more than neutral repositories where users hosted their 
content: in practice they have been and are active agents that order, prioritise and re-
distribute this content to monetise it through the sale of advertising, which in practice 
makes them publishers of this content. The media emerged with the purpose of serving 
that purpose of conveying truthful information and were regulated accordingly to ensure 
that they did so and to punish those who failed in that duty. Social media, by contrast, were 
not born to inform, a job that requires editors, hierarchy, barriers to access, regulation, 
control, and courts to bring the media before to force them to rectify, but for people to 
share their life experiences horizontally on a massive and immediate scale. The paradox 
is that, as happened in the case of other digital platforms, such as Uber, they were not 
regulated at the beginning either by the service they provided (transporting passengers) or 
by the legislation of the sector of what the companies claimed they were (communication 
platforms), remaining in a kind of legal limbo in which they largely remain today.

From the well-meaning utopian thinking that was at the origin of social networks, 
which, in a kind of global Athenian agora, affirmed the creation of new spaces of freedom 
and collective democracy based on direct communication between citizens, we have 
moved on to a much more pessimistic view of the compatibility of democracy and social 
networks. Unsurprisingly, once the economic and commercial fabric that underpins the 
free nature of these enterprises, not to mention their permeability to capture by foreign 
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agents and powers, has been exposed, discourses about the global agora, the birth of 
a global consciousness and what Zuckerberg has called the “fifth estate” have lost all 
their appeal (Thornhill, 2020). If malicious action by authoritarian states is possible, it is 
largely due to the failure of democracies to adequately regulate social networks (Freedom 
of the Net, 2019). An entirely new regulatory approach to the problem, one based on the 
duty of care of platforms, is needed, experts argue (Perrin, 2020). 

Such regulation is something that the EU is able to do successfully, even to lead globally. 
The differences between the US and EU regulatory cultures are stark. The European 
Commission has successfully intervened in the privacy framework with a regulation, the 
General Data Protection Regulation (GDPR) (European Union, 2016, which has been 
a turning point for large technology companies, which have been forced to adopt much 
higher privacy standards than those they must observe in the US. In other fields as well, 
such as copyright, artificial intelligence, child protection, the right to be forgotten or 
disinformation, the EU has shown a clear capacity to become a regulator and creator 
of global standards, which has led some to characterise it as a “regulatory superpower” 
(Bradford, 2020).

To date, the US government and Congress have shown little capacity or interest in 
confronting its technology industry, which contributes substantially to its global power and 
economic well-being, as well as to campaign finance. For its part, China seeks to recreate 
its own local Silicon Valley to exploit to the full the capacity of these technologies to exert 
social control and thus sustain the CCP-led authoritarian regime through a suffocating 
layer of digital technology. We have seen, however, how in recent times the investigations 
and sanctions by European competition authorities into abuses of dominant positions or 
irregular practices by these large companies have begun to open a crack in the US legal 
system, empowering activists whose regulatory theses are closer to Europe’s positions 
(Burnell, 2018). 

With regard to China, although the EU has watched with great frustration as the 
new great Chinese digital wall has grown beyond the regulatory reach of Europe, and 
also of European technology companies, which are excluded or discriminated against 
in the Chinese market, we have seen the awakening of a new awareness in Europe of 
the need to ensure that Chinese companies operating on European territory comply with 
European standards in terms of data protection and also positioning in terms of critical 
infrastructures. Here too, COVID-19 has provided a new awakening by highlighting 
how the mobile applications that are essential for an orderly and successful exit from the 
pandemic may represent a new twist in the ability of states (China) or companies (US) 
to further intrude on people’s privacy (Ghosh, et al 2020; Simpson and Conner, 2020).

In the specific field of disinformation, the European Commission has decided to 
consider it a threat to democracy, public policy, citizens’ security, public health, and the 
environment, and to take action accordingly. The Commission’s Communication on the 
issue, adopted in April 2018, under the title “Combating online disinformation: a European 
approach”, defines disinformation as “verifiably false or misleading information which is 
created, presented and disseminated for profit or to deliberately mislead the public, and 
which is likely to cause public harm”. Disinformation, the Commission argues, “erodes 
trust in institutions and in digital and traditional media and damages our democracies by 
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hampering citizens’ ability to make informed choices, supports radical and extremist ideas 
and activities, and undermines freedom of expression” (European Commission, 2018). 

The Commission’s approach is that disinformation is not an accidental product or 
an unintended consequence of freedom of expression on social media. Both those who 
create it and those who collaborate in its dissemination are responsible for it. Among the 
former, the Commission points to “a range of domestic and foreign actors using mass 
disinformation campaigns to sow mistrust and create social tensions, which can have 
serious consequences for our security”, and can also be part of “hybrid threats to internal 
security, including electoral processes, especially when combined with cyber-attacks”. 
The latter include “social networks, video-sharing services and search engines, which 
play a key role in spreading and amplifying disinformation online” as they have not only 
“failed to take proportionate action or address the challenge posed by disinformation and 
manipulative use of platform infrastructures” but have also failed to allay suspicions that 
the personal data of millions of users is sufficiently protected against unauthorised use for 
electoral purposes by third parties.

Hence, the European Commission rightly considers that the problem goes far beyond 
fake news. Indeed, to the extent that it diverts attention from the main problem and 
minimises it, the focus on fake news can be counterproductive. Certainly, news verification 
is an important element in any kind of strategy against disinformation, but it cannot be the 
only one, nor will it be effective if it ignores that the problem is not just fake news, but 
fake media, fake users and, above all, that the problem does not originate in politicians 
failing to tell the truth, but in society ceasing to believe in the possibility of truth. The 
problems and controversies surrounding verification companies, many of them funded 
by platforms such as Facebook, have rightly highlighted the limits of the verification 
strategy. As we have seen, verifying that a Trump statement is false then requires, as 
Twitter has recently done, the courage to label that statement as false or malicious, or 
remove it because it glorifies violence. 

The translation of this regulatory challenge into actions is very revealing. After intense 
negotiations by the European Commission with tech companies, they have been forced to 
adopt a code of conduct that obliges them to monitor fake profiles and accounts and report 
regularly on their actions. The results are very illustrative and show that the scale of the 
problem is even greater than previously thought. In just the first two months of active 
scrutiny of its own platform activities in 2018, Facebook identified 600,000 fraudulent 
or inappropriate ads. Google, meanwhile, revealed that between September 2018 and 
August 2019 it had taken 314,288 actions against ads served on its own platform. 
Microsoft also provided surprising data, reporting that it had removed 900 million ads. As 
for fraudulent profiles and fake accounts, Facebook, which does not provide information 
on the total number of accounts, only statistics on users, says it deactivated 2.19 billion 
fake accounts in the first quarter of 2019, identifying at least 7,606 accounts to which 
it attributed “coordinated disinformation actions”. Twitter, meanwhile, terminated 126 
million accounts and YouTube did the same with 10 million channels to which it attributed 
fraudulent or inappropriate content. The magnitude of these data reveals the extent of the 
problem of laxity and lack of control by poorly or inadequately regulated companies 
(European Commission, 2019).
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The European Commission is therefore right when it argues that combatting 
disinformation requires, in addition to the promotion of education and media literacy, 
a more transparent and accountable ecosystem, as this is the only way for citizens to 
regain trust in. As Persily (2018) points out, actions should encompass a broad panoply 
of measures: erasure, relegation, disclosure, delay, dilution, diversion, deterrence and 
education. Internationally, foreign policy. 

In addition to the European Commission, many European states have taken or are 
considering taking measures against disinformation. But fighting disinformation is not 
easy. As in so many other regulatory areas, it is easier to point out what should be avoided 
than to design a catalogue of actions that would radically eliminate the problem, especially 
when, as has been said, the problem is the ecosystem itself. The German government, for 
example, has opted for a strategy of fining internet platforms that do not eradicate content 
reported and verified as false or hate speech. France, on the other hand, has preferred to 
focus on judicial control of platform content (Colomina, 2019). 

Underlying the disagreements between the US and the EU, which are undoubtedly 
business and geopolitical, are important differences in political and legal cultures. The 
First Amendment of the US Constitution restricts the possibility of limiting freedom of 
expression in a much more restrictive manner than is established in European legislation, 
where the regulation of hate speech allows for a wider range of measures and legal actions 
against platforms and users (García Morales, 2020). In the European case, we have even 
seen a ruling by the Court of Justice of the EU in which it held that political propaganda in 
the event of a military conflict is not guaranteed by freedom of expression, thus validating 
the restrictions imposed on the official Russian news agency to report on the Ukrainian 
conflict in the territory of the EU (Hanley, 2020). 

At one extreme, citizens’ trust in democracy and even democracy itself is at stake. At 
the other is freedom of expression, whose limits must be as narrow as they are clear. In 
the middle are technology companies, faced with a new citizen awareness and legislators 
who have lost their technological innocence and are moving towards regulation that they 
see both as a threat to their business and as worrying from the point of view of legal 
security. Platforms’ lives, once comfortable and dominated by steady growth in revenue 
and users, are now dominated by concerns about the sustainability of their business. Even 
after hiring thousands of people to monitor what their users post, platforms do not see 
themselves capable of ensuring that the content that remains on their walls complies with 
the law (Hobbs, 2019). And they are right, because if in the same country, as is the case 
in Spain, two courts can rule completely differently in two similar cases on the content of 
expressions posted online, imagine the challenge this poses when the network is global, 
and what a judge in the US may consider protected by freedom of expression in Germany 
constitutes a crime classified as hate speech.

An additional problem with regulation is that of effectiveness. Any measure of control 
or prohibition forces an adaptation of the opponent: what is true for those who design 
fighter planes that fly under the radar is also true for the perpetrators of disinformation. 
The regulation and limitation of visible content on Facebook and Twitter has already 
had the unintended consequence of encouraging the migration of much toxic content 
to networks such as WhatsApp, where the dissemination can be equally or even more 
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viral but much more difficult to detect and control, or to alternative closed platforms, 
such as gab.ai, the platform of the US far right (very popular in the 2018 Brazilian 
election), where it is preached that there is no censorship but total freedom of expression 
to upload content that in reality is pure hate. As evidenced by advances in the production 
of deep fakes, technology will always be ahead of the regulator, especially in the realm 
of the illicit, which means that governments can easily end up in the worst of all worlds: 
sacrificing freedom without achieving security. But that is the world they must navigate: 
however uncomfortable, difficult and fraught with contradictions, it will always be 
far better than the dissonance between some people’s certainty of living in a utopia of 
global connectedness in freedom and others’ certainty of being trapped in a dystopian 
technological nightmare. As many of the initiatives taken by companies to better regulate 
the sector globally and rebuild trust demonstrate, that road has already begun to be 
travelled (Paris Call, 2019; Zuckerberg, 2019).

Finally, we cannot ignore the fact that, alongside the problems of disinformation 
supply, there are also problems of demand, ranging from the psychological and cognitive 
predispositions of people to receive and disseminate this type of information to those 
related to a lack of political or informational culture, which therefore also require 
educational interventions that, in a democracy, are necessarily difficult (Jackson, 2018; 
Jeangéne et al., 2018).

Conclusion
Disinformation poses a threat to democracy. But as with almost all threats to 

democracies, responses to them will always be limited in scope and effectiveness by 
the need, in their right to self-defence, not to harm themselves and their values more 
than their enemies do. In the fight against disinformation, democracies operate with 
one hand tied behind their backs, almost both. Because the dispute over truth is part 
of the democratic discussion, shielding the truth is neither possible nor desirable: it is 
directly counterproductive and incompatible with democracy (Arias Maldonado, 2017). 
Democracies, it has been said, must fear both their own and foreign powers (Innerarity 
and Colomina, 2020). Limitations on freedom of expression, while justified, will of 
necessity always be imperfect and incomplete. 

The dilemma is clear: leaving the censorship of tech companies’ content in the hands 
of governments is as bad an idea as leaving it in the hands of the companies themselves. 
In turn, the absence of limits on content not only damages the democratic public space 
and makes it permeable to misinformation, both from local and foreign actors, eroding 
citizens’ trust in their institutions and values, but can also harm individuals and rights in 
substantial ways. 

The EU and member states are therefore faced with the need to act in different ways 
at different levels. At the international level, they seek to act firmly against actors who 
use disinformation as a weapon of war to undermine democracies, while leading a 
global regulatory response based on the universal principles and values that underpin 
representative democracy, human rights and a rules-based multilateral liberal order that 
is highly beneficial to Europe. At the domestic level, by contrast, while protecting users 
from the most serious and obvious online harms that violate their fundamental rights, 
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they seek a constructive and careful approach to achieve (through a three-way alliance 
between governments, business and citizens based on dialogue and experimentation), 
build and sustain a quality public space and media that bring proven facts to public debate 
rather than polarisation and undermining of democratic institutions. 
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