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Abstract:

Many challenges have been identified to monitor, manage, process, and store the big data that accumulates from
different sources in the loT concept. The focus of this paper is very significant and limited to solving the problem of
monitoring classified big data. Detection of anomalies in a grouping of classified data made it easy to monitor and
help to make decisions for action to operate. There is no need to store, process, or manage the redundant data
further that is already within the range of the group. So, the main concern is abnormal values in the groups that
need to be processed further and require focus. The method proposed in this paper serves as an optimal solution
designed to address the visualization challenges associated with dense and high-volume datasets. Our approach
involves a strategic process of categorizing data into groups and pinpointing anomalies within these groups. This
systematic classification not only enhances data organization but also plays a pivotal role in simplifying the
visualization of intricate data patterns. Additionally, this method brings about significant cost efficiencies by
strategically optimizing the expenses incurred in processing operations and the allocation of storage space for the
equipment.

Keywords: Anomaly detection, Big Data, Data monitoring, loT

© 2024 Published by peer-reviewed open access scientific journal, Computers and Informatics (C&I) at DergiPark
(dergipark.org.tr/ci)

Ali, U., & Calis, C., Optimal method to monitor network for loT devices based on anomaly detection,

Cite this paper as: Computers and Informatics, 2024; 4(1); 41-50, https://doi.org/10.62189/ci.1260288

C&l, 2024, 4(1), https://doi.org/10.62189/ci.1260288
41


mailto:umar.ali@ttgint.com
https://dergipark.org.tr/en/pub/ci
https://orcid.org/0009-0004-6510-940X
https://orcid.org/0009-0008-8863-9023
https://doi.org/10.62189/ci.1260288

COMPUTERS AND INFORMATICS

1. INTRODUCTION

To manage heterogeneous devices, the Internet of Things (loT) strategy establishes a framework, such
as smart devices, sensors, and online services. Every type of device can communicate and connect with
one another via the Internet, or any other network means [1]. The fundamental benefit of an loT design
is that it allows for connectivity with a wide range of devices and end-users can choose from several
sources and services. With the current development in high-speed communication networks, sensor
technology, and embedded microcomputers, 10T is taking one step ahead in the advancement of
technologies.

With the emergence of the Internet of Things (loT), a networked environment is anticipated in which a
wide range of gadgets would transform all aspects of life. Several writers have stated that new loT
designs require redefined computing capabilities since Fog/Edge devices are among the most common
sources of huge data streams [3-6]. The difficulty is in extracting valuable insights from this massive
amount of unstructured data and then efficiently handling, evaluating, and keeping an eye on it. loT big
data visualization may take many different shapes, such as pie charts, heat maps, bubble plots, box-and-
whisker plots, graphs, histograms, and donut charts. However, there are significant challenges in using
Real-Time (RT) and Non-Real Time (NRT) data visualization for performance monitoring and alert raising.

In this research, an ideal method for tracking the massive amount of big data coming from different loT
device sources is presented. The approach focuses on avoiding duplicate data that is already categorized
into established groups, so processing, managing, or retaining it is not necessary. As a result, the primary
focus shifts to discovering anomalous values inside these defined groupings, necessitating more
processing and focused attention. This novel approach not only simplifies the presentation of dense loT
data but also successfully tackles the problem of controlling anomalies and lessens the processing and
storage load related to redundant data.

When examining the difficulties posed by IoT big data, a thorough analysis frequently centers on the
7Vs framework—Volume, Velocity, Variety, Veracity, Value, Variability, and Visualization—which is
explained in [8] and covered in detail in the part that follows. But within this range, visualization is the
precise subject of this paper's main attention. We focus on the targeted use of thresholds and limits to
provide anomaly detection that is particular to a certain area. This novel method offers the best possible
strategy to improving visualization skills. The approach defines cutoff points and bounds, which makes
it easier to visualize dense, large-volume data by carefully classifying it while also pointing out anomalies.
This not only helps to maximize visualization but also results in lower processing expenses and less space
needed for equipment storage. marking a significant advancement in managing and comprehending
intricate loT big data.

2. RELATED CHALLENGES AND STUDY

In the context of loT (Internet of Things) and big data, "7vs challenges" may refer to a set of challenges
that arise from the characteristics of big data, commonly referred to as the "7Vs": Volume, Velocity,
Variety, Veracity, Variability, Visualization, and Value. Each of these Vs presents specific challenges in
handling and analyzing loT big data. These challenges include: To begin with the background, there are
3Vs (Volume, Velocity, and Variety) and discussed in [7] by Gartner. While another challenge identified
by some authors is “Value” in [9] afterward 5th V was introduced “Variability” in [10, 11]. Exploring more
challenges couldn’t end and 6th V “Veracity” explicated in [12, 13]. As authors dug out more, they found
the 7th V “Visualization” that is discussed in [14, 15].
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Study shows that a Smart City has a lot of data flowing from many devices and sources. in terms of user
requirements, this un-structural and unclassified (RAW) data is meaningless. As a result, the initial step
is to convert this raw data into usable information using different Machine Learning strategies.

After processing data, interpretation at the application layer is sometimes easy but in the loT smart city
concept as shown in Figure 1, it becomes difficult. In this case, structural or unstructured data cannot be
managed in the traditional way and the quality of visualization becomes low due to the high rate of
image change, information loss, and visual noise [16].

Application
Layer
Data
Interpretation
]
Energy, ‘ ‘ Education Environment ‘ Security ‘ ‘ Transport Communication ‘ Health ‘ ‘ Other ‘

Figure 1. loT based smart city data monitoring concept.

The increased usage of loT devices suggests that new frameworks and solutions are required and should
be created by organizations, academic institutions, and businesses. There are several loT frameworks
and platforms that are used to gather and analyze data in our daily lives. Several publications examine
and survey these issues [17], [18], [19]. Even though various IoT frameworks and solutions have been
suggested and created, there are still issues and features missing in this domain. loT systems nowadays
require privacy and security precautions that should be scalable, distributed, and lightweight [20].

As mentioned in [34], Mark Altaweel has created a GIS map displaying air quality values from Internet of
Things devices. However, the reading of individual sensor data values is an inherent problem. The way
these numbers are presented is challenging, making it more difficult to understand and evaluate the
individual data from each sensor on the map.

As recommended in [35], Riyadh Arridha established a system of categorization for pollution levels,
grouping them into standard, lightly polluted, polluted, and heavily polluted categories. Nevertheless,
there is no way for redundant data to be handled by the process considering big data to visualize. When
significant amounts of data fall into the categories of "lightly polluted," "polluted," or "heavily polluted,"
the current system is unable to handle, analyze, report, and store important data within these ranges in
an efficient manner.

Our contribution proposes to combine a strategic grouping strategy with threshold-based anomaly
detection algorithms. Our method intelligently identifies redundant or repetitive sensing data,
categorizing it as non-critical for immediate reporting, storage, and subsequent processing, especially
within the realm of big data visualization. This systematic approach not only streamlines data
organization but also plays a pivotal role in simplifying the visualization of complex data patterns.
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3. BASIC IDEA OF PROCESSING UNIFIED DATA IN IOT SYSTEM

loT is assisting developed nations in their transition to smart city models, for instance, Smart
transportation and communication [21], smart security [22], smart environment [23], Smart energy and
management [24,25], smart education [26-28], smart finance [29], smart healthcare system [30, 31], and
others are still in the works.

In the context of a Smart City, a vast number of diverse devices with various sensing capacities provide
raw data. These devices are often dispersed around the city, allowing for real-time monitoring and the
creation of a comprehensive picture of the city's current situation [32-33]. According to the proposed
solution, to monitor and analyze the data, there are a few steps involved as shown in Figure 2. Fog/Edge
devices such as sensors, web services, and actuators produce massive amounts of unstructured data [2].
For better support, decision, and planning, all data needs to be collected in one place to be treated
equally.

Considering diverse standards and structures, there's a need to separate Real-Time (RT) and Non-Real
Time (NRT) data due to their distinct processing requirements. Following filtration, mediation assumes
a pivotal role by harmonizing differently formatted data into a unified structure. Consequently, during
the classification process, non-identical data must be segregated. For instance, data on air quality and
smart parking can't be analyzed together due to the absence of comparability between them.

The next process is grouping and processing through Artificial Intelligence (Al) techniques, this process
creates groups of different ranges. The purpose of grouping is to identify the anomalies that are
discussed in the next section in detail. At last, the decision for operation will be made once the abnormal
data.
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Surveillance Noise Urban Smartphone
cameras Maps Detection ( Transportation) ( Smart Lighting)
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Figure 2. Basic idea of unified loT data processing steps
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4. PROPOSED GROUPING AND ANOMALY DETECTION TECHNIQUE

In various domains, the ability to classify group data and detect anomalies is significant for gaining
insights, identifying patterns, and making informed decisions. By applying classification techniques to
group similar data points together and subsequently detecting anomalies within those groups, valuable
information can be extracted from complex datasets. This process enables a better understanding of
normal behavior, facilitates anomaly identification, and contributes to improved data analysis. Here is an
overview of the steps involved in classified group data and anomaly detection:

e Data Preparation: Start by gathering and readying the dataset for examination. This entails

guaranteeing the integrity of the data, addressing any missing values, and modifying variables as

needed. Furthermore, take into account the pertinent features and attributes that depict the traits of the
data points.

Classification: In order to categorize data points into different classes based on their features, a

classification algorithm is applied. The objective of this step is to recognize comparable patterns and

cluster data points with common characteristics. In this study, counter based data was utilized.

e Anomaly Detection within Groups: After classifying the data points into distinct groups, the subsequent
task involves identifying anomalies within each group. Anomaly detection methods are utilized to
pinpoint instances that exhibit a substantial deviation from the anticipated or standard behavior within
their respective groups.

e Anomaly Evaluation: Assess and verify the detected anomalies to ascertain their importance and
pertinence. This entails contrasting the anomalies with domain expertise, expert evaluation, or past data.
It is crucial to maintain an equilibrium between recognizing authentic anomalies and preventing
incorrect categorizations.

e Visualization and Interpretation: Gain valuable insights and effectively interpret the results by
visualizing the classified data and identifying anomalies. Employing various visualization techniques,
such as scatter plots, bar charts, or GIS maps (in a spatial context), enables a comprehensive
understanding of patterns, relationships, and spatial distributions within different data groups and
anomalies. These visual representations play a crucial role in uncovering hidden trends and effectively
communicating findings to stakeholders.

Iterative Refinement: Conduct an analysis of the outcomes, and if required, adjust the classification and

anomaly detection process. Enhance the model or parameters to enhance accuracy and performance.

This iterative refinement process enables ongoing improvement and adaptation to the unique features

of the dataset.

The process of following these steps involves a thorough analysis of categorized group data, with the
aim of uncovering any anomalies within these groups. This method involves delving into the intricate
patterns embedded within the data, which facilitates the identification of regular or normal behaviors
exhibited by the categorized entities. Furthermore, this approach is crucial in identifying instances that
deviate significantly from the expected norms within these groups, indicating potential anomalies or
irregularities. By identifying these abnormal occurrences, it prompts a closer inspection or further
investigation to discern the underlying causes or implications. The key objective is to provide domain
experts and decision-makers with a comprehensive understanding of the dataset's dynamics. This
empowers them to draw accurate conclusions, make informed decisions, and initiate appropriate actions
based on the insights derived from this detailed analysis.

The data categorization step organizes and classifies all the data obtained from the various sensor
categories. The classification depends on the nature, value, properties, and standards of the collected
data from different sources and areas in the smart city concept. Grouping of identical data after the
classification process reduces the effort of computation and the complexity of analysis. In Figure 3, the
data flow architecture has been divided mainly into two parts. The upper part of the architecture shows
the different groups with different ranges. Here C; denotes the classified different values between a
range of x and y, while G represents the groups, and all ranged values are the members of the relevant
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group as shown below. The number of groups varies with respect to the volume of the data and
requirements.

X <<y, > €6 (7)
X S¢Sy, 2 €6, (2
Xn<c <y, o €G, 3)

The lower segment of the architecture delineates a threshold-based anomaly detection system. When
an abnormal value is identified within any group, it triggers a process for reporting and necessary
operational actions. The continual iterations span from time T, (indicating the initial decision time) to Ty
(marking the final decision time). This allocated time frame is specifically implemented to counteract
abnormal values; if no action is taken within this timeframe, the anomaly is officially flagged as detected.
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Figure 3. Data flow architecture
4.1. Results on GIS Based loT data.

We conducted the experiment utilizing Sigma Plot and Maptive software tools. Figure 4 illustrates the
processing of raw data from Geographic Information Systems (GIS)-based Internet of Things (loT)
sources. Part (a) of the figure depicts the collection of classified and quantified data at regular intervals
from the source or edge devices. The process of monitoring and analyzing this data is particularly
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challenging due to its complexity. Hence, to effectively manage this data complexity, various groups
with well-defined quantified ranges have been established, as depicted in (b), (¢), (d) parts. Collecting
similar characteristic data and utilizing it for grouping purposes enhances data analysis and decision-
making. Leveraging similar characteristic data for grouping provides valuable insights and opportunities
for optimized operations, improved outcomes, and enhanced understanding of complex datasets. After
performing data filtration and grouping, it is essential to identify any outliers or unusual values that
deviate significantly from the expected patterns. So, it has been noticed after filtration of grouped values;
a few countered values were detected as unusual which is highlighted in the graph (k) and (f).

The process involves setting a specific timeframe, from T; to Ty, to make decisions about anomalies. This
timeframe is established because it's not practical or feasible to act for every abnormal value that's
detected. Sometimes, the anomaly detection mechanism might identify a value as abnormal that doesn't
align with the criteria set for anomalies within the decision process.

When such instances occur, and a value identified as an anomaly doesn't fit the criteria, there's a need
to reassign the source device or edge to the appropriate group. This step ensures that the detected
value, which was initially considered an anomaly but doesn't align with the anomaly criteria, is moved,
or shifted to the relevant group for accurate classification or processing. This helps maintain the integrity
and accuracy of the anomaly detection system.

Hence, the repetitive data or extensive redundant or has been filtered out. Only the pertinent data,
picked out through iterations and abnormalities, has been extracted for visualization. This refined dataset
requires less processing, facilitates easier analysis, simplifies reporting, and demands less storage
capacity.

: " Iteration
Grouping and Labeling T,=T, K)

000 1500 000 200 W00 30

Number of Samples

RAW Data
Unified

Figure 4. GIS loT data processing by implementing proposed method.
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5. CONCLUSION

Managing, processing, storing, and monitoring big data is never easy. A traditional way of processing
big data consumes a lot of storage space and computational time that directly affects the cost of the
hardware. Nevertheless, the efficiency of analyzing the data couldn’t improve. Research on different loT
big data frameworks, challenges, and solutions has been proposed and is still in process.

This paper presents a pioneering approach geared toward IoT big data, introducing a novel grouping
and anomaly detection technique. This method significantly streamlines the monitoring and analysis of
classified data within the loT sphere. Our proposed solution deliberately avoids advocating the storage
and processing of redundant data originating from loT fog/edge devices. Instead, it emphasizes the
identification and management of exceptional data instances that warrant storage and operational
processing. By adopting this optimized technique, not only are storage demands diminished, but
processing time is also mitigated, offering an efficient framework for overseeing extensive loT datasets.

Future work in GIS-based loT network monitoring using anomaly detection can focus on several areas
to enhance the efficiency, accuracy, and scalability of the system. Advanced Anomaly Detection
Techniques: Investigate and develop more sophisticated anomaly detection algorithms that can handle
complex and evolving patterns in loT network data. This may include machine learning approaches such
as deep learning, ensemble methods, or anomaly detection algorithms specifically tailored for spatial
and temporal data. Develop techniques that can detect anomalies based on their spatial relationships,
such as detecting sudden spikes or outliers in a specific geographic region or identifying spatial patterns
of anomalies.
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