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Ozet: Bu calismanin temel amaci baglangigc-simir kosullart altinda fonksiyonel argiimentli yiiksek mertebeden
lineer diferansiyel-fark denklemlerinin ¢oziimii icin Boubaker polinomlarini uygulamaktir. Kullandigimiz teknik,
ashinda siralama noktalari ile birlikte kesilmis Boubaker serisine ve bunlarin matris gosterimlerine dayandirilir.
Ayrica, Ortalama-Deger Teoremini ve rezidiiel fonksiyonu kullanarak, etkili bir hata tahmin teknigi onerilir;
metodun etkinligini ve uygulanabilirligini géstermek icin bazi aciklayici érnekler sunulur.

Anahtar Kelime: Boubaker polinomlari ve serileri, siralama noktalari, diferansiyel-fark
denklemleri, matris metodu.

Boubaker Polynomial Approach for Solving High-Order
Linear Differential-Difference Equations with Residual
Error Estimation

Abstract: The main aim of this study is to apply the Boubaker polynomials for the solution of high-order linear
differential-difference equations with functional arguments under the initial-boundary conditions. The technique
we have used is essentially based on the truncated Boubaker series and its matrix representations together with
collocation points. Also, by using the Mean-Volue Theorem and residual function, an efficient error estimation
technique is proposed and some illustrative examples are presented to demonstrate the validity and applicability
of the method.

Keywords: Boubaker polynomials and series, collocation points, differential-difference equations,
matrix method

1.Introduction

Differential-difference equations [1-10], which are a class of functional differential-equations,
have been treated as models of some physical phenomena. When a mathematical model is
developed for a physical system, it is usually assumed that all of the variables, such as space
and time, are continuous. This assumption leads to a realistic and justified approximation of the
real variables of the system. However, for some of the physical systems, these continuous
variable assumptions can’'t be made. Then differential-difference equations have played an
important role modeling problems that appear in various branches of science; e.g., mechanical
engineering, condensed matter, biophysics mathematical statistic and control theory. In recent
years, the studies of differential-difference equations are developed very rapidly and intensively.
It is well known that linear differential-difference equations have been considered by many
authors, and have been used in the applications of difference models to problems in biology,

physics and engineering.

L
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Recently, a number of different methods associated with the solution of higher-order
differential-difference equations, which are the inverse scattering method [11], Hirota’s bilinear
form method [12], Tanh-method [13], Jacobian elliptic function method [14], numerical
techniques [15,16], Taylor polynomial methods [17,18] and Chebyshev methods [8,16], have

been given.

In this study, the basic ideas of the mentioned studies are developed to obtain the
approximate solutions oh high-order linear differential-difference equation with functional

arguments (advanced, neutral or delayed) and variable coefficients in the form

m J
D FEyP@ + ) Py + ) = g0, J<m )
k=0 j=0

under the mixed conditions

-1

(ay® (@ +buy®®)) =2, 1=01,..m—1 @)
0

3

=
Il

Here f,.(x), P;(x) and g(x) are known functions defined on the interval a < x < b; a, 8, ay, by

and A, are appropriate constants; y(x) is an unknown function to be determined. The aim of this

study is to get the solution of the problem (1) — (2) as the truncated Boubaker series defined by

N

y(x) = yy(x) = Zaan(x), N>m a<x<b 3)

n=0

where a,,n =0,1,...,N are unknown coefficients; B,(x);n = 0,1,2, ..., N, denote the Boubaker

polynomials defined by [11,13]

[n/2]
(n — 4p) e
Ba() = Z( D ey (p ) )
or recursively
By(x) =xBy_1(x) = Bp_,(x) ; n=2

with Bo(x) = 1 and B;(x) = x .
On the other hand, by using (4), the first four Boubaker polynomials are given by
By(x) =1, B, (x) = x, B,(x) = x%+2, By(x) =x3 +x, ...
and the Boubaker polynomials B, (x) are solution of the following differential equation:

(x? =1 @Bnx?+n—2)B)(x) + 3x(nx? + 3n — 2)B,,(x) —n(3n?x?> + n? —6n +8) B,(x) = 0

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi1 13
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2. Fundamental Matrix Relations

We first consider the solution y(x) of Eq. (1) defined by the truncated Boubaker series (3),

which is given in the form

N
y(x) = yy(x) = Zaan(x), N=m, a<x<b.
n=0
Then we can convert the finite series (3) to the matrix form as, forn = 0,1,2, ..., N
y(x) = yy(x) = B(x)A Q)
So that
B(x) = [Bo(x) B;(x) .. By(x)]
T

A= [ao a ... aN] .

On the other hand, by using the relation (4), the matrix y(x) is obtained as

B(x) = X(x)H (6)
where
X)) =[1 x x* .. xV]
and if N is odd,
. 0 0 0 0]
0 ho 0 0 0
¢21 0 ¢2,o 0 0
H = : :
¢N—1,¥ O ¢N—1E ¢N—1,0 0
0 gy O o 0 gy
"2

and if N is even,

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasim1 14
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/38 0 0 0
0 ¢1,o 0
¢21 0 ¢2,0 0 O
H = : :
0 ¢ vo O buso O
T 0 duo
where
[n/2]

— n-2p _ _ n
B,(x) = Bop X K n=0,1,..,N, p=01,.., lfl’
p=0

=

Also, it is clearly seen form (6) that the relation between the matrix X(x) and derivative B®)(x)

is
B'(x) = X (x)H
= X(x)MH
and that repeating the process
B®(x) = X(x)M¥H, k=0,1.2,..,m @)
where
1 0 0 0] 0 1 0 0 0]
1 0 0 0 2 0 O
0 001 .- 00 0 0O 0 O
M =: oo, M M::
0 0O 1 0 0O 0 N
000 - 0 1] 000 - 0 0]

From the matrix relations (5), (6) and (7), it follows that

y(x) =yy(x) = B(x)A

= X(x)HA

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi 15
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and
y® =y = g (x)4
=X®(x)HA
= X(x)M¥HA, k=0,1,... (8)
By substituting x - ax + B into the relation (8), we get, j = 0,1,2, ...
yD(ax + B) = X(ax + B)M/HA
= X(x)D(a, ;) M'HA 9)

so that, for a # 0,

3. Boubaker Collocation Method

For constructing the fundamental matrix equation, we first consider the collocation points
defined by, fori = 0,1, ..., N,

a
x;=a+ Ti, (Standard)

or (20)

_bta b-a cos (%) (Chebyshev-Lobatto).

2 2

Xi

Then, by using the collocation points (10) into (1), we have the system of the equations

-1

3

]
FreG)y® () + Z P (x)y Y (ax; + B) = g(x)

0 j=0

=
I
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or briefly the corresponding matrix equation

m J
D EY® L pYD =6 (11)
k=0 j=o

where
F = diag[fi(xo) fi(x1) . filxn)]

P; = diag[pj(xo) pj(x) .. pj(xy)]

y¥ (%,) Yioo5) 9(x,)

y(k) (X ) j y((Jo)cx1+[i’) g (X )
Y = : Y0 = : , G= 51 :

y(k)(XN) _y((J;XN+ﬂ)_ g(XN)

On the other hand, by substituting the collocation points (10) into (8) and (9), we obtain the

matrix relations

Yo%) || X (%)M HA

y¥ %) || X(x)M"HA

Y® = = XM“HA

yO (%) [ X (%)M HA

yO(x,) | | X(x,)D(a, BYMI HA

v yG)(X1) _ X (%) D(a, B) M’ HA

Q= = X D(a, )M’ HA

y‘”éxN) X(XN)D(O;,,B)MJHA

so that
1 x, %2 xN |
o] 10 %
xe) | |2
X= 7 1=11 x, x o
XX . . . .
S g

Therefore the fundamental matrix equation for Eq. (1) becomes

e ——
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m ]
z F, XM* + Z P;XD(a,p)M’|HA =G (12)
k=0 j=0

Now we can find the fundamental matrix form for the conditions (2), by using the relation (8),

as follows:

m-—1
> (auX(@ + by X(B) MMHA = 4y, 1=01,..,m 1 (13)
k=0
Then we can write the fundamental matrix equations (12) and (13) corresponding to Eq. (1)

and the conditions (2), respectively, as follows:

WA = G or [W; G] (14)
and
UZA = /1[ or [Ul;/ll]l = 0,1, e, M — 1 (15)
where
m ]
W = [wy,| = Z F XM*+ > P,XD(a,f)M’ t H
k=0 j=0
and
m-—1
Ul = [ulo Uy o ulN] = (alkX(a) + blkX(b)) MkHA = /‘11, = 0,1, e, m— 1
k=0

Consequently, the obtain the solution of Eq. (1) under the conditions (2), by replacing the row
matrices (15) by the last (or any) m rows of the augmented matrix (14), we have the required

matrix
[W;Glorwa=0G (16)

If rank W = rank[W; G| = N + 1, then we can write 4 = (W)_IE. Thus the matrix A (thereby
the coefficients a,, ay, ..., ay) is uniquely determined. Also, Eq. (1) under the conditions (2) has

a unique solution. This solution is given by the truncated Boubaker series (3).
4. Accuracy of Solutions and Residual Error Estimation

We can easily check the accuracy of the obtained solutions as follows. Since the truncated

Boubaker series (3) is approximate solution of (1), when the function y,(x) and its derivatives

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi1 18
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are substituted in Eq. (1), the resulting equation must be satisfied approximately; that is, for x =

x. € [a,b],r =0,1, ...

Pj(xr)y(j)(axr + .3) - g(xr) =0

J
=0

Ry(x) = D file)y® ) +
k=0

J

or
Ry(x,) < 107%r, (k, is any positive integer).

If max 10~% = 107% (k is any positive integer) is prescribed, then the truncation limit N is
increased until the difference Ry (x,) at each of the points becomes smaller than the prescribed
107%[8,9,19].

On the other hand, by means of the residual function defined by Ry (x) and the mean value of
the function |Ry (x)| on the interval [a, b], the accuracy of the solution can be controlled and the
error can be estimated. If Ry(x) » 0 when N is sufficiently large enough, then the error
decreases. Also, by using the Mean-Value Theorem, we can estimate the upper bound of the

mean error, Ry as follows:

beN(x) dx| < beRN(x)ldx

and

b
f Ry(x)dx = (b — a)Ry(c), a<c<bh

=

beN(x) dx

= (b — a)[Ry(c)|

b
= (b d)|Ry(O)| < f IRy ()] dx

a

J7 1Ry (2] dox

IRu()] < 4=

=Ry
5. Numerical Examples

The method of this study is useful in finding the solution of higher order linear differential-
difference equations in terms of Boubaker polynomials. We illustrate the numerical solution with

the following examples.

Example 1. [11,18] Let us first consider the boundary value problem

e ——
Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi 19



MUHENDIS BEYINLER DERGISI | JOURNAL OF ENGINEER BRAINS -

') —xy'(x—1)+y(x—2)=—-x2-2x+5

y(0)=-1y'(-1) =-2.
with exact solutions y(x) = x%2 — 1

We assume that the problem has a Boubaker polynomial solution in the form

4

Y = ) B,

n=0

Hel‘e, N = 4rP0(x) = O,Pl(x) = 0, PZ(x) = 1' QO(x) = 1!Q1(x) ==X,
ap=1By=-2,0, =15 =-1,-<x<0,g(x) = —x*—2x+5
and the collocation points are

b—a
xi=a+( N

. 3 1 1
)l, i=01234 = {x0=—1, x1=—Z, X, =—= x3=—Z,x4= }

From Eq. (12), the matrix representation of the equation is

{FoXH + F,XMH + F,XM2H + P,XDH + P,XDMH}A = G,

such that
1 00 0 0] 1 0 0 0 0] (1 0 0 0 0 6]
3 95
01000 01000 0 7, 0 00 Ae
F,=/0 0100 R=00100LPR=0 0 ¥ 0 0,G=2
00010 00010
0 0 O 0 87
00001 00001 Y /16
- 2 - s 00 0 0 0 | 5 |
L : 01 0 0 0] 00 2 0 0]
3/ 9/ -21/ 8
1% Ao s ise 00200 0006 0
— —_ —_ _ 2
x_1%% % %G,M_oooso,M_oooom
0000 4 0000 O
L - _
Yo Ho Tea Jass 000000 0000 O
1 0 0 0 0 - 2 - s
1 -2 4 -8 16 ] 1 -1 1 -1 1] 1 0 2 0 —-2]
0 1 -4 12 -32 0 1 -2 3 -4 0101 0
DAL-2)=l0 0 1 -6 24|, DL-)=/0 0 1 -3 6| H=l0 010 O
0 0 1 -8 00 0 1 -4 0001 0
0 0 0 0 1| 00 0 0 1] 0000 1
For the fundamental equation and the conditions y(0) = —1 and y'(—1) = —2, the augmented

matrices are obtained as

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi 20
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1 2 9 -2 59 ;6

1 -2 135 5%, W s

1 g 185 439, STAY . 8/
g  -10 14 ;5

and
[ug; Al =1 0 2 0 —2; —1],
[u;1,1=100 1 -2 4 -4 -2],
By replacing the condition matrices by the two rows of the matrix, we have the required

augmented matrix

1 -2 9  -23 59 : 6
1 0 2 0 |
[wig]=0 1 -2 4 4 2|
5 135/ -439/ 574 . 87
1 -2 1850 4394, %56 © g
1 2 8 10 14 ;5 |

This system has the solution
A=[-3 0 1 0 0].

Therefore, we obtain the approximate solution as
4
Y, (x) = Zaan(X) = 80By (x) + 2B, (x) +2,B,(x) +aB5(x) +a,8,(x) = Y, (x) =x" -1
n=0

which is the exact solution.

Example 2. [16] Let us consider the multi-pantograph problem

1 =x 1
y'() =5e2y (5) + 5300

y(0)=1
with the exact solution Y(X) = ex. To find the Boubaker polynomial solution of the problem

above, we first take N = 5, where

1 1 = 1
Fo(x)=—E, F =1, P0=—§e2,0stl g(x)=0,a=§,ﬂ=0.
Hence, the collocation points are
b—a\. 1 2 3 4
X; =a+( N )l, i=01,2345 = {xo =0, x4 =§, X, =§, X3 =§,x4 =§,x5 = 1}

and the matrix form of the problem is defined by
{FoXH + F;XMH + P,XD (o, B)H}A = G.

Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi 21
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Also, the augmented matrices of the system and conditions are obtained as follows;

[-1.0000 1.0000 -2.0000 1.0000 2.0000 —-3.0000 ; O]
~1.0526 0.8447 -1.7307 0.9602 2.1363 -2.6418 : 0
W:G] - ~1.1107 0.6779 -1.5258 1.1210 2.4636 -2.3540 ; O
~1.1749 0.4975 -1.3906 1.4513 3.1436 -1.8389 ; 0
~1.2459 0.3016 -1.3312 19179 4.3159 -0.6446 : O
| -1.3244 00878 -1.3548 24848 6.0972 18138 ; 0]
[ug; 2ol =[1 0 2 0 —2 0; 1]
[-1.0000 1.0000 -2.0000 1.0000 2.0000 -3.0000 : O
10000 0 20000 O -20000 O : 1
[W; G]: ~1.1107 0.6779 -1.5258 1.1210 2.4636 -2.3540 ; 0
~1.1749 0.4975 -1.3906 1.4513 3.1436 -1.8389 ; 0
~1.2459 0.3016 -1.3312 1.9179 4.3159 -0.6446 : O
| -1.3244 0.0878 -13548 24848 6.0972 18138 ; O]

Solving the augmented system, we find the coefficients of A as

A=[0.0681 0.8574 0.4986 0.1869 0.0327 0.0148]T.
Therefore, we have the solution

ys(x) =1+ x+ 0.4986x% + 0.1721x% + 0.0270x* + 0.0148x°>.
In addition, the approximate solutions for N = 3, N = 4,and N = 5 are compared with the

exact solutions in Table 1, Figure 1 and Figure 2.

238
— I
26| TN e

—i— N=5
— — Exact solution

24

22

18

16

14

1.2

1 | | | | | | | | |
{D’ 01 0.2 03 04 05 06 07 08 09 1

Figure 1. Graphics of the exact solution and numerical solutions of Example 2 for N = 3,4,5
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Figure 2. Graphics of Residual Error Functions of Example 2 for N = 3,4,5
Table 1. Numerical results of Example 2
y(x) y3(x) |93(x;)| Yalx;) |94(x,-)| Vs(x,) |35(X,-)|
Xi
00 |10 1.0 0.0 1.0 0.0 1.0 0.0
0.1 | 1.105170918 1.104981763 1.89155¢-04 1105187735 1.6817e-05 1.105169791 1.127e-06
0.2 | 1.221402758 1.220869635 5.33123¢-04 1221439736 3.6978e-05 1221400844 1.914e-06
0.3 | 1.349858808 1.349077492 7.81316e-04 1.349899384 4.0576e-05 1.34985711 1.698e-06
0.4 | 1.491824698 1.491019210 8.05488¢-04 1.491856987 3.2289¢-05 1.491823152 1.546¢-06
05 | 1.648721271 1.648108663 6.12608 e-04 1648749773 2.8502e-05 1648719174 2.097e-06
0.6 | 1.8221188 1.821759727 3.59073¢-04 1.822161892 4.3092e-05 1.822116063 2.737e-06
0.7 | 2.013752707 2.013386277 3.6643¢-04 2.013824418 7.1711e-05 2.013750422 2.285¢-06
0.8 | 2.225540928 2.224402189 1.138739¢-03 2.225615347 7.4419e-05 2.225539606 1.322¢-06
0.9 | 2.459603111 2456221339 3.381772¢-03 2.459559598 4.3513e-05 2.459596762 6.349¢-06
10 | 2.718281828 2.7102576 8.024228¢-03 2717829011 4.52809e-04 2718245858 3.5962e-05

The residual error for N = 3,4, 5;

e ——
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_ R
R, = j 1de =8.575113393x10°%,
0 1-0

[0

0 dx = 6.302235207 x107*,

R 1 R5(X)

L= dx = 3.842434519x10°°.
0 1-0

Example 3. Our last example is given by [18], for —g <x,<0

)=

y""(x) — cos(x) y' (x) —sin(x) y’ (x — g) +2y (x - %) = sin(x) — 2cos(x) — 1

with the exact solution y(x) =sin x and with conditions

y(0) =0,y'(0) =1,y"(0) =0
where

T

FO =O, F1 =_C05(x), F2 =0, F3 = 1, PO=\/§, Pl =_Sin(x), ayg = 1,ﬂ0 = _%,al = 1,31 =_E,

and the fundamental matrix form of the given differential-difference equation becomes

{FoXH + F;XMH + F,XMZH + F;XM3H + PyXDH + P;XDMH}A = G

Now, let us find the solutions of this problem taking N = 4, N =5 and N = 7. The comparison of
the solutions is given in Table 2, Figure 3 and Figure 4.

A= L
—— N=5 : '
02 - N=T

— Exact solution : : : '

-1.2

14 I I
-1.6 -14

0.8 0.6 04

Figure 3. Graphics of the exact solution and the numerical solutions to Example 3 for N = 4,5,7
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@ 005
0
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X
Figure 4. Graphics of Residual Error Functions of Example 3 for N = 3,4,5
Table 2. Numerical results of Example 3
Xi y(x:) J’4(Xi) |94(Xi)| }’5(Xi) |95(Xi)| Y7(Xi) |e7(xi)|
/2 -1.0 -0.9589265665 | 4.10734335¢-02 -0.9897292856 1.02707144 e-02 -1. 003932979 3.932979¢-03
m/3 | -0.8660254038 -0.8468051665 1.92202373e-02 -0.8607567010 5.2687028¢e-03 -0.8675589895 1.5335857¢-03
n/4 | -0.7071067812 -0.6968292175 1.02775637e-02 -0.7040225957 3.0841855¢-03 -0.7078760680 7.692868e-04
/6 | 05 -0.4961625224 3.8374776e-03 -0.498738576 1.261424¢-03 -0.5002806396 2.806396e-04
0 0.0 -1.0e-11 1.0e-11 1.159016994e-10 | 1.159016994e-10 -4. 3388e-08 -4.3388¢-08

The residual error for N = 3,4, 5;

e ——
Yiiksek Mertebeden Lineer Diferansiyel Fark Denklemlerinin Residiiel Hata Tahminiyle C6ziimii i¢in Boubaker Polinom Yaklasimi1 25
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dx =6. 740208465x1072,

R=[ Rs (x) dx = 2. 232083286 X102,

dx = 2. 516258961x10°°,

6. Conclusions and Discussions

A new technique based on the Boubaker polynomials to numerically solve the high-order
linear differential-difference equations with functional arguments is presented. High-order linear
differential-difference equations are usually difficult to solve analytically. Then, numerical
methods are required to obtain the approximate solutions. For this reason, the present method

has been proposed for approximate solution and also analytical solution.
On the other hand, from Table 1, it may be observed that the errors found for different N

show close agreement for various values of X;. Tables and Figures indicate that as N

increases, the errors decrease more rapidly; hence for better results, the large number N is
recommended. Another considerable advantage of the method is that Boubaker coefficients of
the solution are found very easily by using the computer programs. On the other hand, Nth
order approximation gives the exact solution when the solution is polynomial of degree equal to
or less than N. If the solution is not polynomial, Boubaker series approximation converges to the

exact solution as N increases.
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