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Abstract
Machine learning algorithms are widely used in product sorting processes in the food industry. The

attributes of the products are used in the classification process. Attributes vary for each product. In this
study, using the k nearest neighbor (KNN) algorithm, the classification of the wheat groups of Kama,
Rosa and Canada was performed. The Seeds dataset provided in UCI (University of California, Irvine)
machine learning open source data storage was used. There are 70 examples of each wheat class in the

Keywords data set. In addition, the classification estimation success of distance metrics and the number of training
Machine learning; data was measured. Each of the wheat samples was randomly selected and a soft X-ray technique was
Classification; Seeds used to visualize the inner core structure of the wheat in the experimental environment with high
dataset; KNN quality. According to the training rates ranging from 50% to 90% of the data set, the classification
algorithm; Distance success of the KNN algorithm was tested. In the KNN algorithm, the neighborhood values 1, 3 and 5
metric methods; were selected to affect the classification success. The successes of the Euclidean, Chebyshev,
Random sampling. Manhattan and Mahalanobis distance metric methods of the KNN algorithm were tested according to

each k neighborhood value. According to the results obtained, with the Mahalanobis metric method, a
classification success rate of 0.9924 accuracy was obtained according to the AUC (Area Under the Curve)
success metric by using the neighborhood value of k = 3. In the literature, there is no study comparing
the KNN algorithm, neighborhood values and distance vectors together on food data sets using varying
training and test data. Therefore, it is thought that the study will make an important contribution to
the literature.

KNN Algoritmasi Uzaklik Metrik Yontemlerinin Bugday Tohumlari Veri

Seti Uzerinde Siniflandirma Basarisinin Tespit Edilmesi

0Oz

Makine 6grenmesi algoritmalari, gida sektoriinde drin siniflandirma islemlerinde yaygin olarak
kullanilmaktadir. Siniflandirma isleminde iriinlerin dznitelikleri kullanilmaktadir. Oznitelikler her iiriine
gore degisiklik gostermektedir. Bu ¢alismada, k en yakin komsu (KNN) algoritmasi kullanilarak, Kama,
Rosa ve Kanada bugday gruplarinin siniflandirmasi gergeklestirilmistir. UCI (University of California,
Irvine) makine 6grenme aclk kaynak veri depolama alaninda temin edilen Seeds veri seti kullaniimistir.
Veri setinde her bugday sinifina ait 70 6rnek mevcuttur. Ayrica uzaklik metriklerinin ve egitim veri
sayisinin siniflandirma tahmin basarisi 6lgllmustir. Her bir bugday 6rnegi rastgele segilerek, deney
ortaminda bugdaylarin i¢ ¢ekirdek yapisinin yiiksek kalitede gorsellestirilmesi icin yumusak bir X-igini

Anahtar kelimeler

Makine 6grenmesi;

Siniflandirma; Seeds
veri seti; KNN

i . S S - .
algoritmast; Uzaklik teknigi kullanilmistir. Veri setinin %50 ile %90 arasinda degisen egitim oranlarina gére KNN

metrik yéntemleri algoritmasinin siniflandirma basarisi test edilmistir. KNN algoritmasinda siniflandirma basarisini etkilen
k komsuluk degeri 1, 3 ve 5 secilmistir. Her k komsuluk degerine gére KNN algoritmasinin Euclidean,

Rastgele 6rnekleme.
Chebyshev, Manhattan ve Mahalanobis uzaklik metrik yontemlerinin basarilari test edilmistir. Elde
edilen sonuglara gbére Mahalanobis metrik yontemiyle, k=3 komsuluk degeri kullanilarak,
AUC(Area Under the Curve: Egri Altindaki Alan) basari metrigine gore, 0.992 dogrulukta siniflandirma
basarisi elde edilmistir. Literatiirde, degisen egitim ve test verileri kullanilarak gida veri setleri izerinde,
KNN algoritmasinin, komsuluk degerlerinin ve uzaklik vektorlerinin birlikte kiyaslandigi bir ¢calismaya
rastlanmamistir. Bundan dolayi yapilan ¢alismanin, literatiire 6nemli katki saglayacagi dislintiimektedir.
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1. Introduction

The classification of food products according to their
quality or qualities is of great importance in both
production and consumption stages. This
classification needs to be done very quickly and
accurately.

Bread, which is the basic building block in the food
sector, is a very important product in human
nutrition all over the world. The most important raw
material of bread is wheat. Wheat is also a very
important grain that is used in many food sectors.
Wheat and the products obtained by grinding wheat
are the raw materials of many foodstuffs in the food
industry. In the wheat-based food industry, raw
material quality is the factor that affects the final
product characteristics the most. Wheat quality is
very important for the farmer who grows the wheat,
the flour mill that grinds the wheat, and the
producers who process the end products. In order
for the wheat to be used to be of high quality and
homogeneous, different species must be separated
quickly (Bilgicli and Soylu 2017).

In 2022, during the grain crisis caused by the
Russian-Ukrainian war, grain shipments from
Ukraine could not be made, which led to an increase
in food prices in many countries and the threat of
hunger in underdeveloped countries. Thanks to
Turkey's mediation, grain shipments have started
and the danger of hunger has decreased in food
prices have been eliminated (Int. Rfn 1).

Machine learning algorithms, which are a subset of
artificial intelligence techniques, are widely used in
many areas (Song et al. 2021). Using the KNN
algorithm, a machine learning algorithm, disease
classification by Deivasikamani et al. (2022), image
classification by Celik (2022), and fault classification
by Cheng and Yuan (2013) were successfully
performed.

After obtaining wheat images with a camera system,
it will be of great benefit to attribute these images
and classify them quickly and accurately with
Making the right
classification has a direct impact on the increase in

machine learning methods.

the quality of both production and consumer
products.

In the literature, there are studies comparing the
Deep Neural Network Application and Classification
models for the classification of wheat seeds taken
from the UCI Machine Learning Repository (Eldem
2020, Yasar et al. 2016, Kayabasi et al. 2018).
Margapuri et al. (2021) proposed an application for
They 94.6%
classification success rate. Ozkan et al. (2021)

seed classification. obtained
proposed a smart machine learning system for
classification of wheat seeds. In the study, AlexNet
and VGG1 models used for classification. Cinar and
Koklu (2022) performed the classification of rice
species with machine learning algorithms using
morphological features, shape features, color
features. Thirunavukkarasu et al. (2018) used k-
Nearest Neighbors (KNN) to classify with different
tools. Sabanci and Akkaya (2016) used the WEKA
program to classify the wheat seed data obtained
from the UCI machine learning data repository. The
classification success rate of the KNN algorithm was
calculated for different number of neighboring
values. When k=4 neighbor value is used, the
highest success rate is 95.71%. However, they did
not perform the comparison of distance metrics.
Hussain (2015) wused the Weka
classification tool to classify the seed dataset with

other machine learning algorithms. The classifiers

and Ajaz

methods are
Perceptron, Logistics, SMO,

Updateable, Naive Bayes, Bayes Net, MultiClass
Classifier. Mladenova and Valova (2021) used the
KNN algorithm to classify fake news and click bait
headlines on Bulgarian Facebook Pages. In the
study, the success of the Euclid, Manhattan,

used from these Multilayer

NaiveBayes

Minkowski and Chebyshev distance metrics of the
KNN algorithm was tested. A fixed number was
used for training and testing data. In addition, no
comparison of the Mahalanobis distance metric
and Basar (2020)
determined and compared the success rates of the

direction was made. Dilki

Euclidean, Manhattan, Chebysev and Minkowski
distance measures of the k-nearest neighbor
estimation of

algorithm in the bankruptcy

enterprises.

In this study, classification of seeds dataset (Int. Rfn
2) data was performed by using KNN algorithm. The
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factors affecting the success of the KNN algorithm
are the k neighborhood value and the distance
metric methods used in the KNN algorithm.

In the study, 4 commonly used distance metric
methods of the KNN algorithm were used and the
training and test data were used for the test at
different rates. The KNN algorithm selected the k
neighborhood value 1, 3 and 5 and tested the
successes of the Euclidean, Chebyshev, Manhattan
and Mahalanobis distance metric methods. The test
was repeated 10 times and their average success
was recorded. According to the results obtained, the
highest
obtained by using the Mahalanobis distance metric

successful classification results were

method.
2. Material and Method

In this study, a data set of wheat seeds containing
210 pieces of data was successfully classified using
KNN machine learning algorithm. Within the data
set, there are records of the Kama, Roza and
Canadian wheat classes.

Figure 1 shows a graphic of the designed model. In
the study, training and test data of different sizes
dataset and
the KNN
algorithm depending on the parameters of 1, 3 and

were selected from the Seeds

classification was performed with
neighborhood value. The achievements of the KNN
algorithm, Euclidean, Chebyshev, Manhattan and
Mahalanobis distance metric methods were also
compared. The selection of training and test data
was randomly selected using the Random Sampling
Method. In order to prove the accuracy of the study
results, the classification of the training and test
data selected by the Random Sampling method was
applied 10 times on the separately designed model
and the results were recorded.

Seeds
Dataset

! !

Training
Training 2
= Data
Data

SNo

Random
— Sampling
Method

-’

|I Using Metrics of kNN 1

1 Algorithms : k=1
I *Euclidean 1 Lo
: *Chebyshev i k=3
1 *Manhattan :

| *Mahalanobis ]

R I O SR o 4 e

Classify
Data

—————— —————— ———"———

Figure 1: The designed model diagram

2.1 k-Nearest Neighbor Network

This algorithm is a classification algorithm proposed
by Cover and Hart in 1967 (Cover and Hart 1967). In
KNN, data is divided into
unclassified data are classified according to their

subgroups. New

similarity to previously classified records (Taunk et
al. 2019). This classification is classified by looking at
the near neighbor value of the number K (Donuk and
Hanbay 2021). The KNN algorithm commonly
calculates the proximity rates of the data using
Euclidean, Chebyshev, Manhattan and Mahalanobis
distance metrics.

a) Euclidean distance metric

The Euclidean distance metric is shown on equation
1.

deyclidean Xi, i) = V2L (X — Yi)? (1)

X; is the i'th sample value, Y; is the sample in the

data set. n is the number of attributes.
deuciidean (Xi, Yi), is the distance result X; and Y;
(Silahtaroglu 2016, Akbas and Berber 2020, Durak
2011).

b) Chebishev distance metric

The maximum difference over any of the values is
calculated. It is defined in equation 2 (Berber 2020,
Durak 2011).

dreo(X;, Y) = maxj=q 2 mlXj — Yil (2)

¢) Manhattan distance metric
The metric is also known as the L1 norm or linear
distance. This is also a commonly used distance
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measure. It got its name from the rectangular grid
models of the streets in downtown Manhattan. It is
defined in equation 3 (Durak 2011).

dmanhattan Xi, Yi) = Z?:l 1X; — Yl (3)
d) Mahalanobis distance metric
Mahalanobis distance between two samples (x, y)

of a random variable is defined in equation 4
(Durak 2011).

Duanatanonis (Xn Y1) = \/(XI “WIEX-Y)  (4)
Y ~Lis the inverse of covariance matrix (Durak

2011).

2.2 Seeds dataset

UCI (University of California, Irvine) is widely used by
researchers. UCl library is open source data source.
Many data sets can be accessed for classification
and prediction in the library (Dua and Graff 2019). In
the seeds data set, there are records of 210 wheat
products belonging to 3 classes. The dataset
includes classes Kama, Roza, and Canadian, each
with 70 records (Charytanowicz et al. 2010, Int.
Source 2). Table 1 shows the data set properties.
The attributes of the wheat belonging to the classes
consist of real data. 7 real geometric attribute data
are used for each wheat product as attribute; Area
(A), Perimeter(P), Compactness C=4*pi/P*2, Length
of Kernel, Width of Kernel, Asymmetry Coefficient
and Length of Kernel Groove were used (Kayabasi et
al. 2018, Dua and Graff 2019).

Table 1.Attributes of Seeds data sets

Number of

Attributes
Samples

Classes Feature

Kama Area (A)

Perimeter(P)

Compactness
Roza C=4%*pi/P"2
Length of
Kernel Real 210
Width of
Kernel
Asymmetry
Coefficient
Length of
Kernel Groove

Canadian

3. Result and Discussion

In this study, Seeds, data set containing 210 records
was used. Repeated tests (by Random Sampling
method) are shown on Table 2, Table 3 and Table 4
by selecting random data 10 times on different sizes,

training and test data, k neighbor values and 4 KNN
algorithm distance data in the data set.

On the tables, in the Education Percentage section,
the rates of the data set ranging between 60%, 70%,
80% and 90% were used for the training data.

In the Training Data and Testing Data sections, 147
training, 63 test data were used when 60% of the
Seeds dataset was selected for training, 126
training, 84 test data, 70% for training, 147 training,
63 test data, 80% for training, 168 training, 42 test
data and 90% for training.

In the sections shown by the numbers [1-10] in the
tables, it is shown how many tests of randomly
selected training and test data are applied. Then,
the classification achievements were recorded
separately and the average of the results was
calculated in the Mean section. Thus, the accuracy
of the tests has been proven.

On Table 2, the classification successes of the tests
repeated 10 times by using the k=1 neighborhood
value of the KNN algorithm with the 4 distance
metric method are shown. The highest success rate
was obtained by Mahalanobis and the lowest
success rate was obtained by the Chebyshev
distance metric method.

On Table 3, the classification successes of 10
repeated tests using the KNN k=3 neighborhood
value are shown with 4 distance metric methods.
The highest obtained by
Mahalanobis and the lowest success rate was

success rate was
obtained by the Chebyshev distance metric method.
On Table 4, the classification successes of the test,
which was repeated 10 times by using the KNN k=5
neighborhood value, with the 4 distance metric
method are shown. The highest success rate was
again achieved by the Mahalanobis distance metric
method. However, the lowest success rate was
achieved by the Euclidean method at the rate of 3
educations and the Manhattan distance metric
method at the rate of 1 education.
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Table 2.Classification achievements tested 10 times for k=1 neighbors of distance metrics based on different training and test

dimensions
Education Training Testing . . . k
Percentage Data Data Distance Metrics 1 2 3 4 5 6 7 8 9 10 Mean neighbor
value
60 126 84  Euclidean 0.865 0915 0948 0.875 0.882 0.882 0922 0917 0931 0919 0.905
60 126 84  Chebyshev 0.891 0.88 0922 0.866 0.883 0891 0.921 0917 0913 0.892 0.897
60 126 84  Manhattan 0.865 0923 0921 0.884 0.9 0.909 0905 0909 0.931 0919 0.906
60 126 84  Mahalanobis 0.894 093 0928 0.902 0927 0893 0.909 0.9 0.904 092 0910
70 147 63  Euclidean 0914 0.892 0911 0911 0905 0951 0939 089 0907 089 0911
70 147 63  Chebyshev 0.902 0904 0.9 0.888 0.892 0928 0.939 0.879 0.894 0.904 0.903
70 147 63  Manhattan 0.914 0917 09 0.923 0917 094 0927 0867 0918 0.879 0.910
70 147 63  Mahalanobis 0.965 0917 088 0.872 0.867 0939 0964 0891 0931 0925 0915 et
80 168 42 Euclidean 0.931 0947 0929 0981 0878 093 0929 0931 093 0889 0927
80 168 42 Chebyshev 0931 0929 0929 0963 0.859 0948 0.929 00931 0913 0.889 0922
80 168 42 Manhattan 0.931 0947 0929 0981 0861 093 0948 00933 093 0868 00925
80 168 42 Mahalanobis 0928 1 0.931 0906 0914 096  0.894 0909 0931 0929 0.930
90 189 121  Euclidean 0.908 0.9 0.956 0.853 0969 0925 0.866 0.932 097 0875 0.915
90 189 121  Chebyshev 0.908 0.9 0.904 0.853 0969 0.925 0.866 0.932 097 0844 0.907
90 189 121 Manhattan 0.908 0.859 0913 0.882 0969 0925 0.927 0932 097 0917 0.920
90 189 121 Mahalanobis 0913 0964 1 083 1 0962 097 0797 1 0.896  0.933
Table 3.Classification achievements tested 10 times for k=3 neighbors of distance metrics based on different training and test
dimensions
::t::tti::e Tr;;r;iang T;s:ti:g Distance Metrics 1 2 3 4 5 6 7 8 9 10 Mean neigl:lbor
value
60 126 84 Euclidean 0.964 0967 0939 0932 096 0952 097 0971 0966 0967 0.958
60 126 84 Chebyshev 0972 0975 094 0931 0948 0955 0979 0959 096 0955 0.957
60 126 84 Manhattan 0.947 0968 0947 096 0976 00946 0957 0965 0.963 0967 0.959
60 126 84 Mahalanobis ~ 0.979 0969 0949 097 0966 0975 0969 0973 0971 0964 0.968
70 147 63 Euclidean 0979 0973 0964 098 0956 0982 0968 0979 0.971 099 0.974
70 147 63 Chebyshev 0.979 0973 0946 0969 0953 0.979 0954 0973 0.959 0984 0.966
70 147 63 Manhattan 0973 0961 0962 0967 097 098 0969 0981 0.977 0995 0.973
70 147 63 Mahalanobis ~ 0.971 0964 0968 0.984 0.977 0998 098 0972 0973 0998 0.978 k=3
80 168 42 Euclidean 0.966 0957 0975 0958 0976 0994 0976 0972 0959 0966 0.969
80 168 42 Chebyshev 093 0939 0938 0926 0955 099 096 0956 0962 0967 0.952
80 168 42 Manhattan 0973 0959 0949 096 0976 0.993 0976 0969 0.994 0.952 0.970
80 168 42 Mahalanobis ~ 0.983 0.958 0.994 0999 098 0997 0.996 0.976 0967 0.986 0.983
90 189 121 Euclidean 0.97 0955 0967 0.989 0985 0988 0991 0995 0.943 0.959 0.974
90 189 121 Chebyshev 0.941 0957 0967 0984 0977 0989 0991 0991 0909 0959 0.966
90 189 121 Manhattan 097 0914 0967 0989 099 0988 0998 0998 0923 0959 0.969
90 189 121 Mahalanobis  0.977  0.986  0.977 1 0.992  0.996  0.998 1 1 0.998  0.992
Table 4.Classification achievements tested 10 times for k=5 neighbors of distance metrics based on different training and test
dimensions
::r::\tti:gne Tr;;r;iang TeDs:::g Distance Metrics 1 2 3 4 5 6 7 8 9 10 Mean neigl:\bor
value
60 126 84  Euclidean 0.957 0.983 0971 0974 0979 0972 098 0.989 0978 0959 0.974
60 126 84  Chebyshev 0964 098 0976 0979 0975 098 0978 0985 0979 0958 0.975
60 126 84  Manhattan 0.964 0.985 0964 0974 0989 0973 0987 0.979 0977 0954 0.974
60 126 84  Mahalanobis 0.968 0.985 0985 0971 0988 098 0984 0989 0965 0975 0.979
70 147 63  Euclidean 0.986 0.977 0977 0981 0975 00984 0971 0.952 0975 0962 0.974
70 147 63  Chebyshev 0986 0.977 0971 0978 0964 098 0976 0.961 0972 0957 0.972
70 147 63  Manhattan 0.987 0.978 0991 0977 0979 0985 0972 0937 0967 0971 0.974
70 147 63  Mahalanobis 0.992 0.982 0991 0996 0.982 0995 0976 0.957 0979 0975 0.982
80 168 42 Euclidean 096 0975 0985 0914 0979 0974 0988 0951 097 0953 0.964 k=3
80 168 42 Chebyshev 0.954 0977 0987 0911 0982 00978 0992 0.967 0.969 0967 0.968
80 168 42 Manhattan 0.963 0.978 0988 0922 0983 0974 0992 0.958 0974 0957 0.968
80 168 42 Mahalanobis 0.997 0.992 0987 096 0972 0994 0997 0.997 0973 0968 0.983
90 189 121  Euclidean 0.986 0965 0973 0.99 0978 0993 0971 0.992 0.954 0962 0.976
90 189 121  Chebyshev 0.988 0.966 0989 0966 0.957 0991 0989 0.994 0954 0962 0.975
90 189 121  Manhattan 0.995 0.961 0984 0991 0.974 0997 0968 0.994 0.954 0962 0.978
90 189 121  Mahalanobis 1 0.974 0993 0.993 1 1 0.996 1 0.963 0976 0.989
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Average classification success rates for k=1 on Table
5 are given with different training data dimensions.
Table 5. The average classification success for the k=1

neighbor value of the distance metrics

Training data dimensions (%)

Distance Metric Name 60 70 80 90

Euclidean 0.905 0.911 0.927 0.915
Chebyshev 0.897 0.903 0.922 0.907
Manhattan 0.906 0.910 0.925 0.920
Mahalanobis 0.910 0.915 0.930 0.933

When the training data was selected at 60% (test
data at 40%), the highest success rate was found to
be 0.9107 by the Mahalanobis distance metric
method. The lowest success rate was found to be
0.8976 by Chebyshev distance metric method.
When the training data was selected as 70% (test
data as 30%), the highest success rate was found to
be 0.9157 by the Mahalanobis distance metric
method. The lowest success rate was found to be
0.903 by the Chebyshev distance metric method.
When the training data was selected at 80% (test
data at 20%), the highest success rate was found to
be 0.9302 by the Mahalanobis distance metric
method. The lowest success rate was found to be
0.9221 by Chebyshev distance metric method.
When training data was selected at 90% (test data
at 10%), the highest success rate was found to be
0.9332 by the Mahalanobis distance metric method.
The lowest success rate was found to be 0.9071 by
Chebyshev distance metric method.

Figure 2 shows a graph of the data obtained from
Table 5 for the neighbor value k=1.

0.99

0.57

0.95

0.53

0.91

0.89
60 70 80 90
HkNN-Euclidean kNN-Chebyshev EkNN-Manhattan ¥ kNN-Manhalanobis

Figure 2: Classification success graph of KNN distance
metric methods for training rates between 60% and 90%
for k=1.

Average classification success rates for k=3 on Table

6 are given with different training data dimensions.
Table 6. The average classification success for the k=3
neighbor value of the distance metrics

Training data dimensions (%)

Distance Metric Name 60 70 80 90

Euclidean 0.958 0.974 0.969 0.974
Chebyshev 0.957 0.966 0.952 0.966
Manhattan 0.959 0.973 0.970 0.969
Mahalanobis 0.968 0.978 0.983 0.992

When the training data was selected as 60% (test
data was 40%), the highest success rate was found
to be 0.9685 by the Mahalanobis distance metric
method. The lowest success rate was found to be
0.9574 by Chebyshev distance metric method.
When the training data was selected as 70% (test
data as 30%), the highest success rate was found to
be 0.9789 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.9669 by Chebyshev distance metric method.
When the training data was selected as 80% (test
data was 20%), the highest success rate was found
to be 0.9836 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.9523 by the Chebyshev distance metric method.
When the training data was selected as 90% (test
data 10%), the highest success rate was found to be
0.9924 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.9665 by Chebyshev distance metric method.
Figure 3 shows a graph of the data obtained from
Table 6 for the neighbor value k=3.
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Figure 3: Classification success graph of KNN distance
metric methods for training rates between 60% and 90%
for k=3.

Average classification success rates for k=5 on Table
7 are given with different training data dimensions.

Table 7. The average classification success for the k=5
neighbor value of the distance metrics
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Training data dimensions (%)

Distance Metric Name 60 70 80 90

Euclidean 0.974 0.974 0.964 0.976
Chebyshev 0.975 0.972 0.968 0.975
Manhattan 0.974 0.974 0.968 0.978
Mahalanobis 0.979 0.982 0.983 0.989

When the training data was selected as 60% (test
data was 40%), the highest success rate was found
to be 0.979 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.974 by the Manhattan distance metric method.
When the training data was selected as 70% (test
data 30%), the highest success rate was found to be
0.982 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.974 by the Euclidean distance metric method.
When the training data was selected as 80% (test
data as 20%), the highest success rate was found to
be 0.983 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.964 by the Euclidean distance metric method.
When the training data was selected as 90% (test
data was 10%), the highest success rate was found
to be 0.989 with the Mahalanobis distance metric
method. The lowest success rate was found to be
0.976 by the Euclidean distance metric method.
Figure 4 shows a graph of the data obtained from
Table 7 for the neighbor value k=5.
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Figure 4: Classification success graph of KNN distance metric methods for training
rates between 60% and 90% for k=5.

4. Conclusion

In this study, the classification success of the KNN
machine learning algorithm on the wheat Seeds
dataset was tested based on different sizes of
training data. The Seeds dataset used in the study is
shared as an open source from UCI storage. There
are 210 data records in the data set, including 70

from the Kama, 70 from the Rosa and 70 from the
Canadian classes.

In this study, 1, 3 and 5 were selected as the
neighborhood (k) value of the KNN algorithm. The
successes of the Euclidean, Chebyshev, Manhattan
and Mahalanobis distance metric methods of the
KNN algorithm were tested depending on each k
neighborhood value.
According to the results obtained, with the

Mahalanobis  distance metric method, a
classification success rate of 0.992 AUC was
obtained when the neighborhood value of k = 3 was
used. When the literature was examined, there was
no study comparing the KNN algorithm both
neighborhood values and Euclidean, Chebyshev,
Manhattan and Mahalanobis distance metrics
together on food data sets using varying education
and test data. In this respect, the model developed
in this study and its results will be able to serve as a

source for future studies.
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