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Abstract: Mobile robots are frequently utilized in the surveillance sector for both industrial and military 

purposes. The ability to navigate stairs is crucial for carrying out surveillance jobs like urban search and rescue 

operations. The research paper shows that the design methodology for a six-wheeled rover robot that can adapt 

to various stairs and maintain its stability based on the robot's specifications, kinematics restrictions, the 

maximum height, and the lowest step length needed to climb up and down the stairs is proposed. Based on a 

Raspberry Pi, camera, and LIDAR distance sensor, the suggested robot has the capacity to measure the stair 

height before starting to climb. A Convolutional Neural Networks (CNN) deep learning model is developed for 

the purpose of stair recognition. Additionally, stair alignment was estimated using statistical filtering on pictures 

and LIDAR distance reading. The robot can then decide whether it can climb the stairs or not based on its 

kinematics limitations and the height of the stairs as measured by our system. Result shows that our stair 

detection algorithm achieved an accuracy of 99.46% and a mean average precision of 99.64%. The proposed 

AI- supported Robot-based stair recognition system, according to final results, effectively climbed stairs with 

a height range between 13 and 23 cm. 
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1. Introduction 

 

In recent years, mobile robots equipped with cameras and other sensors have grown increasingly 

ubiquitous, particularly in the surveillance sector. This is due to the fact that it provides options for 

dynamic monitoring and cost-effective data collecting. The only route to approach a building with 

numerous stories for unmanned ground vehicles (UGV) is via stairs. But the presence of stairs inside 

a building presents a significant obstacle to mobile robots' ability to navigate on their own. They are 

less mobile and able to help in situations like search and rescue [1], disaster mitigation [2], and interior 

service applications [3] if they are unable to climb stairs. Many different modes of operation, from 

fully manual [4] to fully autonomous [5] modes, are proposed in the stair climbing literature. In the 

manual method, the operator's skill plays a role, as does the possibility of making a mistake. 

Distracting the operator from mission-critical tasks like planning and rescue is counterproductive. 

The reliance on sensor feedback also makes it susceptible to delays and errors. However, a system 

that operates without human intervention is both quicker and more reliable than its manual 

counterpart. Mechanical design, stair detection, orientation, and route planning are just a few 

examples of how the challenge of autonomous multi-story monitoring might be broken down into 

more manageable chunks. 

 

The locomotion system is essential in regards to the design of the robot, which is influenced by the 

environment and technical variables including its mobility and stability [6]. One of a robot's 
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independent tasks is to sense its surroundings and build a controller that corresponds to its pose and 

location. Robots with wheels are unique in that their stability is maintained by keeping the wheels in 

contact with the ground [7]. However, because the surfaces have diverse shapes, such as steps and 

uneven terrain, the robot may fall if its wheels lose touch with the ground. As a result, real-time 

surface geometry detection will enable the robot to operate fast to preserve stability. The contact angle 

between the wheel and the ground is a crucial factor in determining the wheels' positions in reference 

to the surface [8]. To what degree the robot's wheel is climbing a vertical, sloped, or uneven terrain 

can be determined by this parameter. 

 

The locomotion system plays a crucial role in designing robots, and it is influenced by environmental 

factors and technical variables like mobility and stability. Robots with wheels maintain stability by 

keeping their wheels in contact with the ground. However, when encountering surfaces with diverse 

shapes such as steps or uneven terrain, the robot may lose contact and fall. Real-time surface geometry 

detection is essential to enable the robot to operate swiftly while preserving stability. The contact 

angle between the wheel and the ground becomes a crucial parameter for determining the wheel's 

position relative to the surface. This parameter provides information about the extent to which the 

robot's wheel is climbing a vertical, sloped, or uneven terrain. By considering such factors, 

researchers aim to develop robots capable of navigating and climbing stairs autonomously, thus 

expanding their capabilities for multi-story monitoring tasks. 

 

2. Related works 

 

Many novel locomotive systems have been developed and applied to the creation of stair-climbing 

robots. They can walk on two legs or go along on wheels. Climbing stairs is typically a mechanical 

challenge for robots. The authors of [6] explain how they elevate a three-wheeled robot by using a 

traction control algorithm separately to each wheel. However, it is restricted to stairs that are a specific 

height. Chenglong Fu and Ken Chen proposed a 32-DOF biped robot that can climb stairs via a 

feedforward locomotion system [7]. However, it can't be used in a setting where it hasn't been tested. 

A tracked robot has an advantage over the aforementioned technologies when it comes to the task of 

stair climbing due to its higher contact surface area, which aids in stabilization. The work of [8] is 

one of the existing prototypes of tracked stair climbing robots; it uses an online control approach for 

stairclimbing and force analysis of each stage to achieve maximum capability and stability on the 

stairs. The ability to climb stairs is primarily dependent on the detection-pipeline and its ability to 

align with stairs. Using Hough-lines and stereo-vision, the authors of [9] described a monocular 

method that can be used by the partially sighted to recognize stairs and curbs. In [11], authors used 

RANSAC-based line fitting for UGV steering and Gabor filters for reliable detection. These 

conventional methods, though, are built around handcrafted components. Instead of depending on 

human intuition for feature selection, deep learning approaches enable features to be trained using a 

dataset. Furthermore, the usage of very deep Convolutional Networks has been made possible and 

encouraged by improvements in the hardware acceleration for tensor computation (such as GPUs and 

TPUs). Using region proposals with CNNs (R-CNN)[12] and the sliding windows technique with 

CNNs (YOLO)[13] have improved the precision and speed of real-time object identification. 

YOLOv3[14] boasts that it is just as accurate as R-CNN[12] but is a thousand times faster (if not 

more). Because of its shorter runtime, YOLOv3 was chosen for real-time stair recognition. 

 

3. Robot Design Methodology 
 

3.1.  Robot Dimensions and Design Considerations 
 

The design of the mobile robot comprises of a chassis, a Depth-AI camera, a motorized pan/tilt head, 

and six wheels, each of which can be controlled in their own right by an actuator. 
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As cleared in Fig. 1. both the front wheel W1 and the middle wheel W2 are connected to a passive 

rotation joint that is denoted by the bogie and Link L4. This joint has the shape of a triangle that is 

formed by the parameters L1, L2, and L4. The L1 value indicates how far out from the bogie's center 

the front wheel is. The middle wheel's center and the bogie's center are separated by a distance, 

denoted by L2. L4 is the distance between the front wheel to the center wheel. Rocker is responsible 

for connecting the rear wheel W3, and this wheel maintains a constant distance L5 from wheel 2. It 

has seen in Fig. 2, the method possesses two passive joints j1 and j2. Because of these joints, all six 

of the robot's wheels are in constant touch with the ground. One of the joints is a free revolute joint 

j2, and it may be found in the space between the front and rear Bogie. The second one is referred to 

as the Rocker pivot j1, and it can be found in the center of L7. 

 

 
Figure 1. The robot's 2D-schema layout. 

 

Table 1 provides specific information regarding the size and parameters of the robot. Also, we are 

going to display the angle that is going to be fixed in place between the front and rear Bogie while 

the robot is in operation. In addition to this, we will discuss the angles that exist between the Rocker 

and link 7. 

Table 1. Robot's rolling chassis settings. Measured in centimeters 

 

Parameters Values (cm) 

𝑙1 18.5 

𝑙2 18.5 

𝑙3 29.93 

𝑙4 26.16 

𝑙5 26.16 

𝑙6 11.43 

𝑙7 10 

𝑑1 13 

𝑑2 13 

𝑑3 13 

𝜃1 90 

𝜃2 45 

𝜃3 45 

4 45 

𝜃5 45 
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3.2.  Prototype Robot Construction Model 

 

The chassis of the robot is made out of a carbon fiber tube that is 25 millimeters in diameter; this not 

only makes the robot more durable but also helps to keep its weight down. PLA filament is fed 

through a 3D printer to create each and every joint on the robot. The LiDAR sensor has been mounted 

in the front of Control Box in order to determine the distance that separates the robot from the stairs. 

The DepthAI camera is utilized to take photographs at a rate of 30 frames per second, and the 

Raspberry pi, which is housed within the Control Box, will process each frame individually in order 

to identify staircases. As demonstrated in Fig. 2, the position of the camera can be adjusted by the use 

of a motorized pan-and-tilt base.  

 
Figure 2. Model of the robot being developed as a prototype 

 

3.3.  Determining the Maximum Climbing Height 

 

The robot's maximum step height was determined by analyzing its kinematic limitations. First, we 

should calculate l4, we have a right triangle with angle 90 degree between l1 and l2, as shown on 

Fig. 3. 

 
 

Figure 3. Max Hight of stairs calculation 
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First is to calculate: 

𝑙1 = 𝑙2  , 𝜃 = 90° 
 

𝑙4 =  √𝑙12 + 𝑙22                                                                     (1) 

 

 𝑙4 = 26.16  𝑐𝑚. 
 

𝑚𝑎𝑥. ℎ = 𝑟2 + (𝑙4 − 𝑟1) ∗𝑠𝑖𝑛 𝑠𝑖𝑛 𝜃                                      (2)  

 

𝑚𝑎𝑥. ℎ = 6.5 + (26.16 − 6.5) ∗ 0.89 
 

𝑚𝑎𝑥. ℎ = 24 𝑐𝑚. 
 

It shows that the highest point a robot can climb, that information to determine whether or not our 

robot will be able to climb stairs. The robot will compare the calculated stair height with the setpoint 

from equation 2 after we use a deep learning technique to calculate the stair height. 

 

3.4.  Stair Detection 

 

3.4.1. Overview 

 

Two primary components of computer vision classification and object detection. Finding what is in 

an image is called classification, while locating an object in an image is called object detection and 

localization. Finding the coordinates of the object in a picture makes detection a more difficult 

challenge to tackle. Deep Learning's capacity to handle enormous volumes of data has demonstrated 

that it is a very potent technology. Particularly in pattern recognition, hidden layer methods 

outperform their traditional counterparts. When it comes to Deep Neural Networks (CNN), 

convolutional networks are among the most popular [15]. CNN is a specific kind of Artificial Neural 

Network (ANN) utilized for processing data in picture recognition and processing (pixels). 

 

3.4.2. Stair Detection Using CNN Model 

 

Stair detection presented a CNN model and computer vision-based stair to identify new method, in 

addition, presented subsection address. The deep learning field has access to a variety of enormous 

datasets that can be used to train models. However, a Robot dataset for stair detections wasn't 

available till lately. In this work, we used the publicly available StairNet dataset (A Computer Vision 

Dataset for Stair Recognition) published in 2022 [16] to train and evaluate our proposed detector. The 

StairNet Dataset is a sizable hierarchical database of photos captured by wearable cameras and is 

specifically designed to identify incline staircases. Every image in this dataset was taken from ExoNet 

and categorized [17]. A total of 515,452 photos make up the collection, which is divided into four 

classes: 442,360 level ground (LG) images, 15,888 level ground incline stairs (LGIS), 9025 incline 

stairs level ground (ISLG), and 48179 incline stairs (IS). To train, test, and validate our CNN-based 

detector, we employed a total of 5000 different Stairs and Non-stair images. The resolution of the 

used images is 1280x720 pixels. StairNet dataset examples are shown in Fig. 4. 

 

There are 500 unannotated photos in the testing set. The photos have features in common with the 

training set. Some, but not all, of the testing set's locations are also present in the training set. As 

shown in Table 2, the images from the training and testing datasets are nearly evenly distributed 

across the two classes, Stair and Non-Stair. 
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Figure 4. The dataset for StairNet is composed of. Stair class example image on the left. Right: An 

example of a non-stair class 

 

Table 2. Distribution of the dataset for stair detection 

 

Class Data Size 

Stair 2500 

Non-Stair 2500 

 

We employ deep learning to estimate the function f that connects the visual features or image from 

our input I[in] to the desired discrete output y[n]. Two potential outcomes are chosen for each y[n] 

label (i.e., stair or no-stair). Instead of using a preexisting model, this research makes use of Neural 

Architecture Search to generate a convolutional neural network model that optimizes the accuracy 

performance criterion. So to sense, we make use of:  

 

𝑓∗, 𝑤∗ =  𝑎𝑟𝑔𝑚𝑖𝑛𝑓,𝑤[ ∑ 𝐿(𝑓(𝐼[𝑛]; 𝑤), 𝑦[𝑛])

𝐼[𝑛],𝑦[𝑛]∈𝑇

 ]                                      (3) 

 

where T is the collection of training picture data, which represents a randomly chosen 80 percent of 

all data. Finding the best weight is just one of our goals; we also want to identify the best model 

architecture (e.g., number of layers, their types, their connections, and their hyperparameters).We 

predict the stair detection model using our data using a recurrent neural network (RNN). Based on 

the validation set D accuracy, which is considered as 10% of the data and the remaining 10% for 

testing and performance evaluation, the incentive signal used to train the RNN is determined. A 

controller RNN network and a child convolutional neural network are the two networks in use to 

determine the ideal weight and model design. The CNN produced is then used to find the probability 

of stair detection, or 

 

𝑝+[𝑛], 𝑝−[𝑛] =  𝑓∗(𝐼[𝑛]; 𝑤∗)                                                                   (4) 

 

The architecture of the stair detection model is described in Table 3. This model requires an RGB 

color image with a 256x256 pixel input size. According to Table 3, each input image travels through 

a number of convolution layers, with the first layer beginning with 16 convolution kernels that are 

3x3 with a stride of 2. Additionally, convolutional blocks are arranged as three-layer bottleneck 

blocks with several filters and a stride of 1 as shown in Fig. 5.A completely connected layer is placed 

at the bottom of the network to perform the stair detection, and each unit in the final layer is connected 

to two output probabilities using the Softmax function. As a result, the suggested detector generates 

the probabilities of positive class detection, also known as "Stair," and negative class detection, also 

known as "Non-Stair," which are denoted by the numbers 𝑝+[𝑛], and 𝑝−[𝑛] respectively. 
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Table 3. Information on the proposed CNN-based stair detector 

 

Layer Name Output Size Kernel 

conv2d_21 (Conv2D) 254x254x16 3x3x3x16 

max_pooling2d_18 127x127x16  

conv2d_22 125x125x32 3x3x16x32 

max_pooling2d_19 62x62x32  

conv2d_23 60x60x16 3x3x16x32 

max_pooling2d_20 30x30x16  

flatten_6 (Flatten) 14400  

dense_18 (Dense) 256 14400x256 

dense_19 (Dense) 1 256x1 

 

 

 
 

Figure 5. Change capture to Proposed CNN model 

 

We employ the test-set cross validation method, and the training, testing, and validation sets that we 

used have 4493, 561, and 561 images, respectively. We choose to use the ratio of 80:20 for the ratio 

of training to testing dataset, as indicated in Table 4. 

 

Table 4. Data distribution 

 

Data Type Training Validation Testing 

Percentage 80% 20% 

10% 10% 

 

 

4. Results and Discussion 

 

We assess the performance of the suggested stair detector in terms of accuracy, precision, recall, and 

F1 measure. Table 5. illustrates the general confusion matrix that sums up the detector's performance. 
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Table 5. Confusion Matrix Labels 

 
 Predicted Label 

Stair Non-Stair 

True Label Stair TP FN 

Non-Stair FP TN 

 

As indicated in Table 5, we define TP, TN, FP, and FN as follows: 

 

● True Positive (TP): The proposed stair detector correctly identified a stair when one was 

present. 

● True Negative (TN): The proposed stair detector indicated that there would be no stairs, but 

none were there. 

● False Positive (FP): The suggested stair detector incorrectly identified the scene as having 

stairs when none were there. 

● False Negative (FN): The proposed stair detector indicated that there was no stair in the scene 

when there was actually one. 

 

We can get the performance measurements for any of the detectors using the aforementioned 

variables. Accuracy is the percentage of stairs that are accurately detected calculated as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                                                            (5) 

 

Precision is the ratio of correctly positive stair detections to all correctly positive detector predictions. 

It can be calculated using: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                             (6) 

 

Recall is the percentage of accurate positive stair detections to all accurate detector predictions. Recall 

is a measure of the detector's stair prediction sensitivity, where: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                             (7) 

 

Finally, the F1-Score is the most indicative statistic because it represents a harmonic mean between 

recall and precision. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑅𝑒𝑐𝑎𝑙𝑙 𝑥𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                (8) 

 

In order to quantitatively validate our proposed detector, we trained it on 5,054 photos split into 

"Stair" and "Non-Stair" classes. On a total of 561 images distributed evenly between the "Stair" and 

"Non-Stair" classes, for this evaluation, we employ an IoU threshold of 0.5 to determine how well 

the detector performs. 

 

We calculate the performance metrics and tabulate them in Table 7 using Equations 3, 4, 5, and 6. 

The proposed detector attained a 99.46% detection accuracy and a 99.64% mean average precision. 
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Table 6 shows the confusion matrix of the detection model based on the labels presented in Table 5. 

 
 Predicted Label 

Stair Non-Stair 

True Label Stair 99.2% 0.8% 

Non-Stair 0.3% 99.7% 

 

Table 7. Stair detection performance metrics 

 
Performance Measure Score 

Accuracy 99.46% 

Precision 99.64% 

Recall 99.29% 

F1-Score 99.46% 

 

4.1.  Calculating the Height of the Stair by Computer Vision 

 

After the robot detects the stair based on proposed CNN model, the next step is to calculate the height 

of the stairs automatically based on computer vision. The stair detection frame will be processed 

Realtime by five major steps as shown in Fig. 6. 

 

● First: To streamline the procedure and reduce the amount of processing power required, we 

transform the color image to a grayscale one. 

● Second: We used a low-pass Gaussian Blue filter to get rid of the high-frequency noise and 

set the level of sharpness. And that important to reduce the noise as much as possible. 

● Third: Then, to identify numerous edges in images, the well-known Canny Edge Detection 

technique is used. 

● Fourth: After the image was smoothed, the imperfections were minimized using dilation by 

increasing the size of the foreground convolutional area. 

● Fifth: After contours were extracted from the edge picture, we removed all the extraneous 

detection points. 

 

 
Figure 6. Stair detection process 
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To calculate the height of the stairs, the following equation should be used: 

 

ℎ =  
𝐻 𝑥 𝐷

𝐹
                                                                                    (9) 

where: 

h: The stair's height in centimeters 

H : Pixel value representing the stair's height 

D : The distance between camera and stair (measured by LiDAR sensor). 

F: The camera's focal length. 

 

The camera's focal length must be established first, so let's position an object in front of it that is a 

certain height, and fix the camera at a known distance from the object, as shown in Fig. 7. 

 

 
 

Figure 7. a fixed camera in front of a known-distance object 

 

Returning to equation 7, the formula below should be used to determine the camera's focus length: 

 

𝐹 =  
𝐻 𝑥 𝐷

ℎ
                                                                                     (10)   

 

𝐹 =  
50𝑝𝑥 𝑥 18𝑐𝑚

2𝑐𝑚
  = 450                                                                   (11)   

 

The camera's focal length is known. Since the height of the stair in pixels is known from the image 

and the distance between the camera and the stair is measured using a LiDAR sensor, equation 7 may 

be used to get the actual height of the stair. 

 

4.2.  Climbing stairs of varying heights 

 

Several tests involving the ascent of stairs with heights between 13 and 23 centimeters were 

conducted. Fig. 8. shows the stairs that were used to train the suggested robot. The robot was 

instructed to climb a set of stairs that ranged in Hight from 13 to 16 centimeters in the experiment's 

first phase. Following that, the robot was able to complete the second experiment, which involved 

climbing a stairway that was 23 centimeters tall, without incident. 

 

4.2.1. The first set of experiments 

 

The initial testing began with stairs that ranged in height from 13 to 16 cm. In the beginning, the 

camera continuously captured frames and processed them using the suggested CNN model for stair 

detection. Following the robot's detection of the stairs, it began calculating the stair heights using a 

computer vision algorithm that followed the various steps depicted in Fig. 9. First, a color image was 

converted to a grayscale one in order to streamline the process and use less processing power. then 
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the level of sharpness was set and the high-frequency noise was removed using a low-pass Gaussian 

Blue filter. 

 

 
 

Figure 8. Various stair heights used in our tests 

 

And it's crucial to minimize noise as much as possible. After that, the well-known Canny Edge 

Detection method was applied to identify numerous edges in the images. Following image smoothing, 

the blemishes were reduced using dilation by enlarging the foreground convolutional area. All the 

extraneous detection points were eventually eliminated after contours were extracted from the edge 

image. 

 

 
 

Figure 9. CNN model and computer vision algorithm output before climbing stairs 

 

Following the stairs' detection using the suggested CNN model, equation 11 was used to calculate the 

stairs' height, which came out to be 14 cm. After determining that the stairs' height fell within its 

operating range, the robot began climbing the stairs as shown in Fig. 10.  Multiple tests were 
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conducted at the same set of stairs, and each time the robot successfully claimed more than 10 stairs 

with Hight ranged between 13 to 16 cm.  

 

 
 

Figure 10. The robot was able to ascend stairs that ranged in height from 13 to 16 cm 

 

4.2.2. The Second Set of Experiments 

 

In this part of the study, the robot's capacity to climb stairs of varied heights was put to the test. At 

first, the robot was able to effectively ascend steps ranging in height from 13 to 16 centimeters (cm). 

Nevertheless, we intended to test the capability of the robot to ascend and descend steps of varying 

heights. 

 

In order to present the robot with a greater task, stairs with a height more than 20 centimeters were 

implemented. The robot was put to the test, and it successfully displayed its capability by climbing a 

set of steps that were 23 centimeters in height as shown in Fig. 11. This accomplishment demonstrates 

the robot's better climbing capabilities and hints that it may be able to manage stairs with large height 

disparities in the future. 

 

 
 

Figure 11. Our robot scaled a 23 cm-high stair. 
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The achievement of these results represents a significant achievement in the development of the stair-

climbing capabilities of the robot. The capability of the robot to climb steps of diverse heights, 

including those that are higher than 20 centimeters, broadens the range of applications for which it 

may be used and improves the possibility that it will be able to navigate different kinds of 

surroundings. 

 

5. Conclusions 

 

In conclusion, the methodology for the design of a six-wheeled rover robot is proposed in the research 

work that is capable of adapting to various stairs and maintaining its stability, making it ideal for 

surveillance jobs such as urban search and rescue operations. The robot is equipped with a Raspberry 

Pi, camera, and LIDAR distance sensor, which allow it to measure the stair height before starting to 

climb. In order to estimate stair alignment, a prototype robot with a depth-AI camera and six actuator-

controlled wheels was created. The climbing height was determined by examining the kinematic 

constraints. For the purpose of stair detection, the system employs a deep learning model based on 

convolutional neural networks (CNN). The CNN model-based StairNet dataset of a robot for stair 

detection, was identified and examined. The performance of the stair detector in terms of accuracy, 

precision, and recall has been computed. Additionally, real-time stair detection frames using image 

enhancement based on filters like low pass gaussian blue and canny filters has been proposed and 

tested. The results indicate that the stair detection algorithm achieved an accuracy of 99.46% and a 

mean average precision of 99.64%. The proposed AI- supported Robot-based stair recognition system 

was able to effectively climb stairs with a height range between 13 and 23 cm, demonstrating its 

potential for use in industrial and military surveillance applications. 

 

Future Studies  

 

In the future studies on mobile robots and autonomous navigation in multi-story buildings are likely 

to focus on several key areas. 

 

Advanced Perception and Sensing: Researchers will explore improved methods for perception and 

sensing in mobile robots to enhance their ability to detect and navigate stairs based on developing 

more sophisticated camera systems, and integration additional sensors. 

 

The adaptive locomotion systems is also one of future studies and it may investigate novel locomotion 

systems that enable robots to navigate stairs and uneven surfaces with increased stability and agility, 

included machine learning and AI techniques to improve the autonomy and decision-making 

capabilities of mobile robots in stair climbing scenarios and could involve training models to 

recognize and adapt to different stair configurations, optimize navigation paths, or handle unexpected 

obstacles or changes in the environment, in addition, as autonomous mobile robots become more 

prevalent in real-world scenarios, future studies may focus on optimizing human-robot interaction 

during multi-story monitoring tasks and could involve designing intuitive interfaces for operators to 

supervise and control robots, developing collaborative systems where humans and robots work 

together in a coordinated manner, and as well to ensuring the robustness and reliability of stair-

climbing robots will continue to be a significant research focus. Future studies may investigate fault-

tolerant mechanisms, redundant systems, or resilience strategies that allow robots to adapt to failures 

or unexpected conditions during stair climbing operations. 
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