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ABSTRACT 

In order to simplify the logical formulations and reduce the time for solving systems of 

nonlinear Boolean equations, a criterion for the absorption of complex conjunctions by a first-

order neighborhood of conjunctions of formulations of a separate class of systems of nonlinear 

Boolean equations above the second degree, specified by Zhegalkin polynomials, is introduced. In 

the class of systems of nonlinear Boolean equations under study, the logical formulas of Zhegalkin 

polynomials are completely or partially divided into some linear factors. As a result, logical 

formulas are reduced to the disjunction of complex elementary conjunctions, consisting of the 

product of individual arguments, linear polynomials or their negations, on the basis of which a 

system of nonlinear Boolean equations is obtained, where the solution to the system of nonlinear 

equations is obtained using multiplication methods, simultaneously applying the method of 

reducing complex conjunctions. Some problems of minimization of special disjunctive normal 

forms obtained from the Zhegalkin polynomial above the second degree of special classes are 

considered. 
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DOĞRUSAL OLMAYAN BOOLE DENKLEMLERİNİN ÇÖZÜMÜNDE KARMAŞIK 

BAĞLAÇLARIN KULLANILMASI 

ÖZET 

Mantıksal formülasyonları basitleştirmek ve doğrusal olmayan Boole denklem sistemlerini 

çözme süresini azaltmak için, karmaşık bağlaçların, ikincinin üzerindeki ayrı bir doğrusal olmayan 

Boole denklem sistemleri sınıfının formülasyonlarının birinci dereceden bir komşuluğu tarafından 

soğurulması için bir kriter Zhegalkin polinomları tarafından belirtilen derece tanıtılır. 

İncelenmekte olan doğrusal olmayan Boole denklem sistemleri sınıfında, Zhegalkin 

polinomlarının mantıksal formülleri tamamen veya kısmen bazı doğrusal faktörlere bölünmüştür. 

Sonuç olarak, mantıksal formüller, sistemin çözümünün bulunduğu, doğrusal olmayan bir Boole 

denklemleri sisteminin elde edildiği, bireysel argümanların, doğrusal polinomların veya bunların 

olumsuzlamalarının ürününden oluşan karmaşık temel bağlaçların ayrışmasına indirgenir. 

doğrusal olmayan denklemlerin sayısı, aynı anda karmaşık bağlaçları azaltma yöntemini 

uygulayarak çarpma yöntemleri kullanılarak elde edilir. Özel sınıfların ikinci derecesinin üzerinde 

Zhegalkin polinomundan elde edilen özel ayrık normal formların minimizasyonuna ilişkin bazı 

problemler ele alınmıştır. 

Anahtar Kelimeler: Zhegalkin Polinomu, Doğrusal Boole Fonksiyonları, Homojen 

Birimli Matrisler, Polinom Uzunluğu, Ayırıcı Normal Formlar 

1 INTRODUCTION 

The study of logical equations, their classification and the development of effective 

methods for solving them are of great importance, since it is to them that the solution of many 

scientific and technical problems that arise, for example, in the synthesis and analysis of discrete 

computing and control devices, the formalization of the search and proof of theorems, is largely 

reduced. in formal theories, search for faults in technical systems. These tasks are called logical 

tasks. 

For a long time, a rich source of logical problems has been the theory of automata, using 

such advanced tools of modern discrete mathematics as graph theory. Automata theory considers 

complex discrete automatic devices composed of simple elements. Its main problem is the problem 

of the relationship between the structure and its function, the main task is logical synthesis, the 

purpose of which is to obtain a structure with predetermined functional properties. The synthesis 

problem can be formulated as the problem of decomposition of a given function in terms of a 

system of operators implemented by the elements from which the structure should be built. This 

task, in turn, is reduced to solving a system of logical equations. The task of analyzing the given 

structure of a discrete device is also quite important, especially in connection with the problem of 

troubleshooting. Finding the roots of a system of logical equations is reduced, for example, to the 

search for stable states of a device, the structure is described by this system [1-5]. 
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Another source of logical problems, which is being intensively developed at the present 

time, is the problem of creating "artificial intelligence". Within the framework of the problem, a 

study of tasks is carried out, the formalization of which is associated with great difficulties. Such 

tasks are usually called "intellectual" or "creative". As a rule, these are also logical problems, many 

of which can be formulated as problems of solving logical equations of one type or another. 

The solution of logical equations in general terms is associated with the need to implement 

a highly branching process of finding roots, an extensive enumeration of intermediate solutions. 

As a rule, this is so large that it cannot be realized even by modern high-speed computers. 

However, taking into account the features of specific equations, the process of finding roots can 

often be significantly accelerated. Therefore, the main way to develop effective methods for 

solving logical equations is the classification of equations and the development of appropriate 

methods for each class. 

The paper investigates certain classes of systems of non-linear Boolean equations above 

the second degree, given by Zhegalkin polynomials. Some problems of minimizing special 

disjunctive normal forms obtained from the Zhegalkin polynomial above the second degree of 

special classes are considered. a criterion for the absorption of complex conjunctions by a 

neighborhood of the first order of conjunctions of propositions of a separate class of systems of 

non-linear Boolean equations of higher degree two, given by Zhegalkin polynomials, is proposed 

[6-10]. 

2 PROBLEM STATEMENT 

Here we consider the criteria for analytical takeovers of one complex conjunction by a set 

of complex conjunctions. Let: 
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non-orthogonal complex conjunctions[11] where we denote by 
1 , , ki iY  the sum 

1
:

ki ix x+ +

1 1, , k ki i i iY x x= + + , here  11 ; , ,n

ij nk n x X x x   = , 1 j k  . 

Let 1( , ( )) ( , ( )) ( , ( ))mM x x U x x U x x =      be a disjunction of compound conjunctions. The 

problem is formulated as the absorption of a complex conjunction U  by a disjunction M  etc. 

[ ] 1U M→   or 
1

[ ] 1
m

i
i

U V U
=

→  [12]. 
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3 CRITERIA FOR ABSORPTION 

 1–theorem. Disjunction 1( , ( )) ( , ( )) ( , ( ))mM x x U x x U x x =     absorbs the complex 

conjunction ( , ( ))U x Y x  if and only if  

1

( , ( )) 1

( , ( )) 0

....................

( , ( )) 0m

U x y x

U x y x

U x y x

=


=


 =

      (2) 

when the system is inconsistent. 

 Proof. Need. Empty d.n.f. ( , ( ))M x Y x  absorbs complex conjunction(c.c.) 

( , ( ))U x Y x : [ ] 1U M→  or
1

[ ] 1.
m

i
i

U V U
=

→      (3) 

From here we have 
1

[ ] 1
m

i
i

U V U
=

   or )
1

[ ( ] 0
m

i
i

U UV
=

  . 

Let 
1

[ ( )] 1
m

i
i

U V U
=

  . Then there is 2

nE   such that ( ) 1U  =  and  )(
1

( ) 1
m

i
i
V U 
=

=  or ( ) 1U  =  

and 
1

( ) 0
m

i
i
V U 
=

= . Therefore, if the system 

1

( , ( )) 1

( , ( )) 0

... ... ... ... ... ...

( , ( )) 0m

U x y x

U x y x

U x y x

=


=


 =

      (4) 

is consistent, then there is a set   such that ( ) 1U  = , 
1

( ) 0
m

i
i
V U 
=

=  and 

1
[ ( ) ( ( ))] 1

m

i
i

U V U 
=

  . If system (4) is inconsistent, then there is no 2

nE   such that 

1
[ ( ) ( ( ))] 1,

m

i
i

U V U 
=

   etc. ( )
1

[ ( ) ( ) ] 0
m

i i
i

U V U 
=

 =  or 
1

[ ( ) ( )] 1
m

i i
i

U V U 
=

→ = . Therefore, when 

(3) is satisfied, system (2) is inconsistent. The need has been proven. 

Sufficiency. Let the condition of the theorem be satisfied. Let us show that 

[ ( , ( )) ( , ( ))] 1U x Y x M x Y x→  . It is easy to see that the set 2

nE   in which ( ) 0U  =  satisfies the 

equality [ ( ) ( )] 1U M →  . 

Let now ( ) 1U  = . Let us show that ( ) 1   and, consequently, the [ ( ) ( )] 1.U M →   

Indeed, if system (2) is inconsistent, then there is an equation such that ( ) 1кU  = , hence 

1
( ) 1

m

i
i
V U 
=

= . So, for any 2

nE   we have [ ( ) ( )] 1U M →  . 

These theorems have been fully proven. 



Abdussattar Abdukadirovich BAYZHUMANOV 

Sholpan UTEBAEVA, Zagira KOBEYEVA 

186 

 

 

ASEAD CİLT 10 ÖZEL SAYI 1 YIL 2023, S 182-194 

2-theorem: Let 11 1
1 1 1 1
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    (5) 

then 1 2[ ( , ( )) ( , ( ))] 1U x y x U x y x→  , etc. the compound conjunction 1U  is absorbed by the 

compound conjunction 2U . 

Proof. Let 

1

1

1 1

,

( )
k i

t

i

i

t e

i i j
i

x x x 



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=

= =


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
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    (6) 

Let us prove that the linear expression 
1 ej j

Y  absorbs the product 
11

( ( ))
k

t

i i
U Y x Y 

 





 =
=  , 

where ( ( )) 0U Y x  , etc. Equality 

1 11
1

k e
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i i j j
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 
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 =

 
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 
    (7) 

is true when conditions (6) hold.By Theorem 1, it is known that for the fulfillment of 

(7) the system 

1

1 11
1, 0t

k e

t
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
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 =
 = =      (8) 

must be incompatible. Condition 1

11
( 0

k

t

i i
Y  





 =
  implies that the system 

 1
1 1
1 11

1 , , 1t
t t

k kt
i i i i

Y Y


= =  or its equivalent system  1 1
1 11

1, , t
t t

k kt
ti i i i

Y Y


 = =  are compatible. 

It is easy to see that the equations 
1

0
ej j

Y  = , 
1 ej j

Y =  are equivalent. 

Taking into account the above, we construct 



Abdussattar Abdukadirovich BAYZHUMANOV 

Sholpan UTEBAEVA, Zagira KOBEYEVA 

187 

 

 

ASEAD CİLT 10 ÖZEL SAYI 1 YIL 2023, S 182-194 

1 1
1 1

1

1

1
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Y
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
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which is equivalent to system (8). 

It is known [12] that the system of linear Boolean equations is inconsistent when, after 

adding the left and right parts of, respectively, unequal constants are obtained. From here it is 

obvious that the resulting system is inconsistent when equalities (1,2) are satisfied. Consequently, 

system (8) is inconsistent and therefore takes place. 

111
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Y Y

 



 

 =
 →       (10) 

Means, based on (6) and (7), conditions (5) can be represented as: 1 1
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    (11) 

Hence, it is obvious that when (11) is satisfied, the following is true:

1 1 1 11 1 1 1 1 1
[( ).( ).( ) ( ) ( )( )] 1,j t q ii t i i c i

i i e i i i i i
j k e m i zi i i i

qk t c e

i v v w w n n j p pj i i i i i
x Y Y Y x Y


    + ++ +

= = = = = =
    →     or 1 2( , ( )) ( , ( )) 1U x Y x U x Y x→  . 

The theorem is proved. 

Let us consider the main criteria for simplifying the disjunctions of complex 

conjunctions.Let's put 

( )( ), 0U x Y x =   ( identically zero), 

( )( ) ( )( ) ( )( )1 2 2, , ,U x Y x U x Y x U x Y x = (elemental 

absorption), ( )( ) ( )( )
1

, , 1
k

i
i

U x Y x U x Y x
=

 
→  =  

 

(generalized absorption). 

(12) 

Let ( )( ) 1 1

1 1 1
, ql
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 

=  and 

1 1

1
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x Y
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 

= =


 = =


     (13) 
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 It is easy to see that system (13) is inconsistent if and only if 1 1

1 1 1
0ql

l p ri i v v w wx x Y Y
 

= . 

3-theorem. Complex conjunctions  

11 1

1 1 1 1 1 1
,j j j

k p q k p li i j j i i j j v vY Y Y Y Y Y
    

 
+     (14) 

identically equal if the following conditions are met: 

1 1 1 1

1 2 1) ,
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k p q l

j j

i i j j v v

a

b Y Y Y Y 

    +    =

   =
    (15) 

Proof. 

Condition b) according to the notation of linear expressions can be written as follows: 

1 1 1 1l k p qv v i i j jY Y  =  therefore, if condition a) is also taken into account, then the complex 

conjunction (14) has the form : 1 2 11

1 1 1 1 1

j j j

k p k p qi i j j i i j jY Y Y
    

 
+   

 . 

Let 

( ) ( )

( )

1

1 2 1 2

1 2 1

1 2 1 2 1 2
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1

j
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k p q

i i i j j j
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x x x x x x x x x
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  
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            =
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 (16) 

Hence there is 

( ) ( )

( )
1 2 1 2

1 2 1 2 1 2

1

1 2 1

, , , ,
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k p q

i i i j j j j

i i i j j j

j

x x x x x x
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 
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   =    =

            =

=   

  (17) 

After simple transformations, we have 
1 1q jx x   +  =  or 

1 1q jY   += . And this shows that 

the identity 11 1

1 1 1 1 1 1
,j j j

k p q k p li i j j i i j j v vY Y Y Y Y Y
    

 
+   is true when conditions a) and b) are satisfied. 

The theorem has been proven. 

The assertion of the theorem implies the validity of the following corollaries: 

Corollary 1. If 
1 2 l      =  then 1 2

1 2 1
0l

l li i i i ix x x Y
      = . 

Corollary 2. If 1 2 l      =  then 1 2 1 2

1 2 1 1 2

l l

l l li i i i i i i ix x x Y x x x
        =    . 

Corollary 3. If 1 2 l      =  then 1 2 1 2

1 2 1 1 1 2 1

l l

l l l li i i i i i i i ix x x Y x x x x
    

+ +
    =     . 

Corollary 4. If 
1 2 l      =  then 1 2 1 2

1 2 1 1 1 2 1

l l

l l l li i i i i i i i ix x x Y x x x x
    

+ +
    =     . 

Corollary 5. If 1 2 l     =      then 1 2 1 2

1 2 1 1 1 2 1

l l

l l k l l ki i i i i i i i i i ix x x Y x x x Y
     

+ +

 
    =     . 

Corollary 6. 1 2 1 1 2

1 1 1 1 1k k k m k k mi i i i i i i i i iY Y Y Y
    

+ +


 =  . 

  

Reduction criterion for systems of nonlinear logical equations of a special class 

Let G : 
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( )

( )

( )

1 1 2 1

2 1 2 2

1 2

, , ,

, , ,

, , ,

n

n

m n m

F x x x

F x x x

F x x x







=


=


 =

 

system of non-linear Boolean equations. 

Moreover, the statement ( )1 2, , , nF x x x from G has the form: 

( )
3 3

1 1 2

, , , ,

3 3 3

, , , ,

, , ,
k l

n ij i j ij i j

i j k i j i j l i j

p q t

ij i j ij i j i i

i j p i j i j q i j i t

F x x x a x x b x x

c x x d x x e x

+ +

=  = 

+ + +

=  =  =

=  

 

 

  

 

where 3 , 3 , 3 , 3k l l p p q q t+  +  +  +  ,
3 33 3

, , , ,

4
p qk l

ij ij ij ij

i j k i j l i j p i j q

a b c d
+ ++ +

= = = =

= = = =   

   , , , , 0,1ij ij ij ij ia b c d e  . 

Here the signs  , +,   – are meant as logical addition on mod 2 . 

 Here a mum of the form 
3

,

w

ij i j

i j w

q x x
+

=

 and 
3v

i i

i v

e x
+

=

 is called the group of elements of the 

statement F . In addition, the groups of different equations (statements) of the G system do not 

match in pairs. 

The method for solving the system G consists in compact representations of iF by grouping 

elements by introducing new variables, transforming the latter into d.n.f. and their simplification. 

The search for solutions to the system G is carried out using the algorithm for solving the system 

of linear Boolean equations [1-3]. 

  It is easy to see that the groupings of elements in the statements of the G system are 

applicable only within individual groups. Obviously, elements of different groups are not grouped. 

  When grouping elements, there are three cases: 

a) each variable is included in exactly two elements of the group; 

b) one variable participates in three elements, the other – in one and the remaining two - in 

two elements; 

c) two variables in two elements can also be involved in pairs. 

  Since the groups in one equation do not intersect in pairs, the grouping and introduction of 

new variables can be done as follows: 

) ( )( )

) ( )

) ( ) ( )

1 ;

2 ;

3 ;

i j i l k j l j i j k l ij kl

i j i l k i i j i j l k k l i jlk k l

i j i l i k k l i j l k i l i jl k il

x x x x x x x x x x x x Y Y

x x x x x x x x x x x x x x xY x x

x x x x x x x x x x x x x x xY x Y

+ + + = + + =

+ + + = + + + = +

+ + + = + + + = +
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where 
1 2 1 2z zv v v v v vY x x x= + + + . 

  Thus, when each variable participates twice in a group, the grouping is done in a unique 

way. (Case I) . Otherwise, grouping can be done in two ways (case 2 and 3). 

  The functional of an arbitrary system  , obtained from G by grouping and changing the 

variable elements of statements, is denoted as follows: 

 
y

y Y

Y 


 =   

here  Y is the set of variables in the system  , 
y is the number of variables in Y , and Y is the 

number of elements in Y . 

Example: For 
1 2 1 2z zv v v v v vY x x x= + + + we have 

1 2 zv v vY z= . 

  The algorithm for grouping system G from a given class is as follows.Groups of elements 

of statements of the system G are distinguished. All kinds of groupings are made in groups and 

new variables are introduced. From each group such groupings of elements are selected so that for 

the resulting system  the functional  is the maximum among all functionals  of the systems 

 formed from the groupings of the groups of the system G . 

It is easy to see that after grouping and introducing new variables, statements F of system 

G will contain no more than nine e.c. Note that 17 elementary conjunctions are involved in the 

initial functions F .It is known [4] that for an arbitrary Zhegalkin polynomial

( )1 2 1 2, , , n tQ x x x U U U= + + where iU are elementary conjunctions, 1,i t= we have the 

equality 

( ) 1 2

1 2
1 2 1 2

1
, , , & & & t

t
n tQ x x x U U U

 

  + + + =
=      

where  0,1j  : 

1
, if 1

, otherwise.

U
U

U

  =
= 


 

Obviously, from equality , using transformations of analytic expressions, one can obtain a 

d.n.f. functions Q . 

Let the statement F from G after groupings and change of variables have the form: 

( )1 2

1 1

, , , ;
m m

l i i i

i i

F z z z z z U
= =

= =   

where    1 2 ,10, 18, , , , , , ; 3;i i n v wm l z z x x x Y v w   − 

   1 2, 1,2, , , ; , , , 1, .i i i i i lv w n U z z z z z z z i m = =  =  

Here, logical products will be called complex conjunctions (c.c.). 

Now consider the problem of transforming Zhegalkin polynomials consisting of complex 

conjunctions to complex d.n.f. To do this, we use a more optimal method for Electronic computer 
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(E.C.) decimal representations of e.c. Consider the decimal representation[5-11] ( ),i ia b  c.c. 

( )1, .iU i m=  

It's obvious that 1 2

1

0, 2 , , , , 2
n

n i

i i i l

i

c b    −

=

= = = . Algorithm for converting 

( )1 2, , , lF z z z  to d.n.f. next: 

1) C.c. ( )1,iU i m=  can be represented as decimal representations of ib ; 

2) For each conjunction 1 2

1 2, , , m

mU U U
  in disjunction

( ) 1 2

1 2
1 2 1 2

1
, , , & & & t

t
l tF z z z U U U

 

  + + + =
=  where  0,1 , 1,i i m  = , we write out all the 

unit coordinates ( )
1 2
, , ,

ki i i   of the set ( )1 2, , , m   . With the help of 1 2, , ,i i ikb b b we 

calculate the decimal representation of the conjunction 1 2, , ,i i ikU U U . For the zero coordinates 

( )1,ij j k m = + of the set ( )1 2, , , m   we write out 
ijc , which are decimal representations of 

the c.c. 
ij t kU z z= . From 2 2t k

ijb = + we construct 
1 2ij tC = and 

2 2ij kC = corresponding to the c.c. 

tz and kz ; 

3) Using  , , 1,i t kU z z i n k=   = − , we construct pairs of all possible s.c. 
ijU and 

1 2, , , n kz z z −   , where i iz U  and iC correspond to c.c. 1 2, , , n kz z z −   . 

4) For decimal representations (b, c), we write out the corresponding s.c. The result of the 

algorithm will be d.n.f. feature ( )1 2, , , lF z z z . 

 

4 SOLUTION OF SYSTEMS OF BOOLEAN NONLINEAR EQUATIONS 

Let a system of nonlinear Boolean equations be given, the statements of which consist of 

disjunctions of complex conjunctions 

11 12 1,11

21 22 2,12

1 2 ,1

1

1

1m m m m

U U U

U U U

U U U

   =


   =


    =

    (18) 

where ( 1) ( )1 2

1 2 1 1, ,
k k tk

k t tij i i i v w v wU x x x Y Y
   + +=  

, 1,

,otherwise.

Y if
Y

Y


 =

= 


    (19) 

It is easy to see that the binary set ά is a solution to system (18) if and only if there exists 

an equation 
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1, 1 2, 2 , 1i i m imU U U   =     (20) 

for which   is the solution. 

The algorithm for solving system (18) is as follows: Let 1 2 1 1, , , , , ,j j j ml l l l l l− +  or, for 

simplicity, 
1jl l= . 

 We organize groups for each complex conjunction (c.c.) ( )1 11,iU i l= , from system (18), in 

which:  1 , 1 , 2 ,, , , 0i k i k i k itU U U U  . 

2

1

2, 1 2, 2 2,

, 1 , 2 ,

1

1

1
m

i

i i it

m i m i m it

U

U U U

U U U

=


   =


    =

    (21) 

The multiplication of subsystem equations (21) is carried out by the method of chains, the 

product of which includes one s.c., which leads to the form (20). Performing operation & ,U U U=

we represent equation (20) in the following form: 

1 2

1 2 1 1 2 2

( 1) ( 2) ( )

, , , 1
k n n

k l l l n

j j j l m l m l mx x x Y Y Y     + + + =     (22) 

With the help of identities: 

0,

0,

0,

0,

& 0.

i j ij

i j ij

i j ij

i j ij

x x Y

x x Y

x x Y

x x Y

U U

=

=

=

=

=

     (23) 

we check whether equation (22) has roots. 

Next, with the help of transformations: 

, ,

, ,

, ,

, ,

, ,

, .

i j ij i j i ij i j

i j ij i j i ij i j

i j ij i j j ij i j

i j ij i j j ij i j

i ij i j j ij i j

i ij i j j ij i j

x x Y x x x Y x x

x x Y x x x Y x x

x x Y x x x Y x x

x x Y x x x Y x x

xY x x x Y x x

xY x x x Y x x

= =

= =

= =

= =

= =

= =

    (24) 

simplify equation (22). 

As a result, we obtain an equation of the form: 1 2

1 2 1 1 2 2

( 1) ( 2) ( )

, , , 1.k

k t t

m m m t

t t t p q p q p qx x x Y Y Y
    + + + =  

 Bearing in mind that ,ij i j i j ij i j i jY x x x x Y x x x x=  =  . We build a set of equations of the form 

1 2

1 2 1 2 1k

kt t t tx x x A A A
 

= , here ( ), 1,iA i t=  is obtained from ,
i

i ip qY
  as follows: 
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( )( ) 
( )( ) 

, , , 1,

, , , 0.

i i i i

i i i i

i p q p q i

i p q p q i

A x x x x if

A x x x x if





 =

 =
    (25) 

Simplifying &x x x=  and discarding combinations in which the situation & 0x x =  arises, 

we obtain a set of equations of the form 1 2

1 2
& & & 1k

ki i ix x x
 
= ,for each of which we write out the 

solution ( )1 2, , , n    = , where  

( )1 2, , , ,

2

pif i i i



 


 
= 


    (26) 

5 CONCLUSION 

In this paper, separate classes of systems of non-linear Boolean equations above the second 

degree, given by Zhegalkin polynomials, are investigated. Problems of minimizing special 

disjunctive normal forms obtained from the Zhegalkin polynomial above the second degree of 

special classes are solved. A criterion for the absorption of complex conjunctions by a 

neighborhood of the first order of conjunctions of propositions of a separate class of systems of 

non-linear Boolean equations of higher degree two, given by Zhegalkin polynomials, is proved. 
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