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Abstract 

This study presents a pre-trained BERT model application on texts that are extracted from website URLs 

automatically to classify texts according to the industry. With the aim of doing so, the related dataset is first 

obtained from different kinds of websites by web scraping. Then, the dataset is cleaned and labeled with the 

relevant industries among 42 different categories. The pre-trained BERT model which was trained on 101.000 

advertisement texts in one of our previous ad text classification studies is used to classify texts. Classification 

performance metrics are then used to evaluate the pre-trained BERT model on the test set and 0.98 overall 

average accuracy and 0.67 average F1 score for 12 among 42 categories are obtained. The method can be used 

to test the compatibility of texts to be used in online advertising networks with the advertiser's industry. In this 

way, the suitability of the texts, which is an important component in determining the quality of online 

advertising, within the industry will be tested automatically.  

Keywords: Ad text; bidirectional encoder representations from transformers; digital marketing; natural 

language processing; text classification. 

1. Introduction 

Digital marketing is the marketing of products or services using digital technologies, mainly on the Internet, 

but also including mobile phones, display advertising, and any other digital medium [1]. The term digital 

marketing has evolved over time from a specific term that describes the marketing of products and services using 

digital channels to a term that describes the process of using digital technologies to acquire customers and create 

customer preferences, promote brands, retain customers and increase sales. Accordingly, many types of research 

have begun to be conducted on effective advertising studies examining the relationship between investment and 

conversion in online advertising. Within the scope of these researches, machine learning algorithms and natural 

language processing (NLP) techniques are used to draw meaningful results from advertisement data such as 

written and even visual or audio content of advertisements, user movements, device information, location 

information, or demographic data [2]. Search network ads, which have been used for a long time, especially in 

search engines such as Google, are mostly displayed to users as text-based. The most important feature of a quality 

search ad work is that the content presented to the consumer is relevant and effective. Ad quality on online 

advertising platforms depends on many different factors, including how relevant the texts are to searches, the 

likelihood of consumers clicking the ad, and the experience on the landing page after the ad is clicked. Higher ad 

quality leads to better ad position and lower cost [3]. At this point, the preparation of advertising texts that respond 

to consumer needs and calls plays an important role in effectively transferring the product/service offered by the 

advertiser to potential customers. In this study, a text classification method BERT architecture [4] is proposed to 

evaluate which text context may be more relevant to a relevant industry. In the studies [4]-[5] studies were 

examined and it was observed that BERT architecture gave better results than models such as Word2vec and 

LSTM in similar text classification problems. For this reason, it was decided to use the BERT model in the study. 

It was also observed that the average accuracy rate of the classification process we performed with the BERT 

model which was trained on advertisement texts in our previous study for 42 categories [6], can successfully 

classify a large number of texts automatically generated from the URLs of the websites according to the sectors. 
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In the following sections of this article, the details of the studies we have carried out and the results obtained as a 

result of these studies are presented. 

2. Related Work  

Deep learning is a type of artificial neural network that uses sequential processing unit layers for feature 

extraction and each layer output feeds the next layer's input [7]. The theoretical foundations of deep learning, 

which has created an exciting new trend in machine learning in recent years, are well rooted in the classical neural 

network (NN) literature [8]. Thanks to the high capacity of neural networks to learn attributes from data, deep 

learning has been the subject of research in many fields besides NLP. One of the subjects of natural language 

processing, which has been studied for a long time and has important application areas, is text classification. Deep 

learning methods are also used for text classification and there are various current studies on this subject.  

The use of deep learning representations for document classification has become increasingly popular in 

natural language processing (NLP) tasks. Statistical methods have been quickly replaced by deep learning as the 

state-of-the-art for many text classification tasks. Over the years, the focus has shifted from word representation 

generation (e.g. Word2Vec [9] or GloVe [10]) to generating embeddings of sentences or texts. Many architectures 

have been explored for this task, but the most commonly used are those based on the Transformers architecture 

[11]. This architecture provides self-supervised training and variable-length input. 

BERT (Bidirectional Encoder Representations from Transformers) is a sentence encoder model based on the 

Transformers architecture introduced in 2018 [12]. It can be considered a state-of-the-art embedding model [13]. 

BERT models typically consist of interconnected encoder and decoder layers, and include a self-attention layer, 

a feed-forward pass-through layer, and a redundant hopping link. Many variants of BERT have been introduced 

since 2018, such as ALBERT [14], a lightweight version of BERT for smaller memory consumption and faster 

training, and DistilBERT [15], also smaller and faster, but pre-trained with information distillation. 

An interesting extension is SBERT (SentenceBERT) [16], where a BERT model is fine-tuned with a Siamese 

or triplet architecture. This model is computationally efficient and produces embeddings that can be compared 

using cosine similarity, which reflects semantic meaning. An important extension is RoBERTa [17], which is also 

available because it is a multilingual model that can perform well in low-resource languages. 

A sample study proposes a new approach for sequential short-text classification that combines recurrent neural 

networks (RNNs) and convolutional neural networks (CNNs) [18]. The proposed model in the study first uses an 

RNN to learn long-range dependencies between words in a short text. The output of the RNN is then fed into a 

CNN, which learns local patterns in the text. The CNN's output is then used to classify the short text. Another 

study proposes a new approach for sentence classification with CNNs by learning local patterns in the text [19]. 

They achieved state-of-the-art results on all four different datasets. In this study, they aimed to classify customer 

reviews as negative or positive. In another study, they used the BERT model for conflict event annotation [20]. 

The authors collected a dataset of news articles from the Global Terrorism Database (GTD) and extracted features 

from the text of the news articles. The features included the presence of certain keywords, the sentiment of the 

text, and the topic of the text. These texts then classified into different categories, such as conflict event, non-

conflict event, and non-event. They achieved an accuracy of 88.7%. In another study, comparative analyzes of 

BERT model and traditional natural language processing approaches were carried out on data sets such as 

messages shared on social media, movie-series reviews, news content, and the results were presented. It has been 

proven by empirical values that BERT gives better results in different areas than traditional NLP approaches [21]. 

Many papers have been published and models exist for English texts, but the topic of NLP in other languages 

is limited but has been gaining momentum in recent years [22]. There were such studies that compared the BERT 

model with other models and in one such, the authors evaluated the BERT and DistilBERT model performances 

on collected two datasets of text from social media in the Filipino language [23]. According to the study, authors 

evaluated the two models on a held-out test set. The evaluation results showed that the BERT model achieved an 

accuracy of 80.2%, and the DistilBERT model achieved an accuracy of 79.5%. 

In the study that this study was inspired from, the authors collected a dataset of ad text from Google Ads. The 

dataset consists of over 1 million ad texts [24]. The ad texts then preprocessed by removing stop words and 

punctuation marks. They also converted the ad text to lower case. They used the fine-tuned BERT model to 

classify ad text into different categories, such as product, service, and event. Then they fine-tuned the BERT 

model on the preprocessed ad text. The fine-tuning process was done using the Adam optimizer and the cross-

entropy loss function and the fine-tuned BERT model achieved an accuracy of 94.5%. In other similar study, the 

authors was develop a new approach for ad text classification using the BERT model and achieved achieve an 

accuracy of 90.2% on a relatively small dataset [25].  
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Thanks to existing studies in the literature, it is proven that the BERT model achieves a significant accuracy 

for both text and ad text classification. This study aims to contribute to the state-of-the-art by developing an 

automated text classification system for the digital marketing field. 

 
Table 1. Data of Randomly Selected Categories Examples 

ID Categories URL 

0 Art Education 
https://www.opus-muzik.net/ 

https://www.akademipendik.com/ 

1 Cosmetics 
https://www.espadekozmetik.com/ 

https://cosming.com/ 

2 Flower Order 

https://yasmincicek.com/ 

https://antalyacicekcilik.com.tr/ 

3 Foreign Language Education 

https://www.akademikdilkursu.com/ 

https://globaldilakademisi.com.tr/ 

4 Machine 

https://adilmakina.com.tr/ 

https://mstendustriyelmakina.com/ 

5 Occupational Retraining 

https://www.onlinedersmerkezi.com/ 

https://akademizeka.com/ 

6 Office Furnitures 

https://theoffice.com.tr/ 

https://bahcesehirmobilyacarsisi.com/ 

7 Packaging 

https://oggetti.com.tr/ 

https://patpat.com.tr/ 

8 Promotional Items 

https://kcpromosyon.com/ 

https://www.mercanpromosyon.com/ 

9 Psychological Counseling 

https://www.cocukpsikiyatrisi.com/ 

https://izmirpsikolojikdanismanlik.com/ 

10 Rent a Car 
https://www.dervishotokiralama.com/ 

https://www.modernotokiralama.com/ 

11 Software Services 

https://www.surrealyazilim.com/ 

https://www.akinsoftistanbul.org/ 

12 Technical Service 
https://kombitamirci.net/ 

https://elektrotamir.com/ 

. . . 

. . . 

42 Investment 
https://www.dijitalpara.com.tr/ 

https://mbsyatirim.com/ 

3. Materials and Method 

3.1 Dataset 

For the study, the dataset is obtained from various websites by web scraping and contains approximately 

101.000 data that belong to 42 different types of industries. In order to perform web scraping, AdresGezgini’s 

database is used to select various URLs and manually labeled them according to the addressed industry itself to 

https://www.opus-muzik.net/
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https://www.espadekozmetik.com/
https://cosming.com/
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create ground truth labels and some of the URLs with corresponding industries are given in Table 1 in order to 

understand the dataset better. After gathering different URLs from the database, texts are obtained by web 

scraping. Since we have the obtained texts and their ground truth labels in the dataset, the next step would be data 

preprocessing texts for the pre-trained BERT model. To do so, several data preprocessing methods are performed 

(Figure 1). In the data preprocessing stage, the dataset is first cleared of repetitive data. Punctuation and symbols 

are omitted, both the leading and the trailing characters are removed and all texts are lowercased. Because the 

texts are obtained from random URLs, there is of course an imbalance of data for each category namely industry. 

Since each category has different numbers of texts and those texts have different numbers of words, the outputs 

of the categorical probabilistic classification method taken from the BERT model trained with this imbalanced 

dataset were analyzed and it was observed that it showed a superior success. 

 

Figure 1. Data Preprocessing Steps 

3.2 Method 

3.2.1 Classification with BERT Model 

The BERT model [26] is a transformer model introduced by Google in 2018, designed to pre-train bidirectional 

representations from unlabeled text and then fine-tune it using labeled text for different NLP tasks. With BERT, 

the translation success of the Google Translate application has also increased significantly, and now this 

application can translate even very long sentences between different languages with great accuracy without loss 

of meaning. Transducers have a structure that works with the self-attention mechanism formed by the tail structure 

(Figure 2). 

The BERT model maps a query and a set of key-value pairs to an output. Here, vectors are formed that can 

express the correlation between the query, keys, values and the output itself. The output is calculated by the 

weighted sum of the values and the weight assigned to a value, with the rate of agreement with the key 

corresponding to the query [28]. The BERT model processes a text both from right to left and from left to right, 

so it can learn the relationships between elements in the text. In the training phase, MLM (Masked Language 

Modeling) and NSP (Next Sentence Prediction) techniques are used. In MLM technique, masked words are tried 

to be predicted using open (unmasked) words. With this technique, analysis and estimation are made on the words 

in the sentence. In the NSP technique, the relationship of the sentences with each other is examined. The 

relationship of a sentence with the sentence that follows it is examined. Structures built with the BERT model 

require a pre-trained model. For this reason, in our study, the BERT-BASE-TURKISH-UNCASED [29] model, 

which is a pre-trained BERT model for Turkish language by the Loodos team, using the 200GB dataset obtained 

from sources such as e-books, news articles, online blog posts and wikipedia has been preferred. In this study, the 

pretrained BERT model is fine-tuned and is used as a language model that can be used to classify text into different 

categories. In this study, the BERT model was used to classify text that was extracted from website URLs. The 

Dataset 
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text was first extracted from the URLs using a web scraping tool. The text was then cleaned and labeled with the 

relevant industry among 42 different categories. During the fine-tuning, early stopping criteria is employed to 

mitigate overfitting and promote generalization. Therefore, during fine-tuning, no over-fitting situation is 

observed. The BERT model was then used to classify the text. The classification performance of the BERT model 

was evaluated on a test set. 

 

     Figure 2. BERT Model Architecture [27] 

 

The BERT model is applied to the problem of industry classification in the following steps: 

- The text is extracted from website URLs using a web scraping tool. 

- The text is cleaned and labeled with the relevant industry among 42 different categories. 

- The BERT model is used to classify the text. 

- The classification performance of the BERT model is evaluated on a test set. 

The BERT model is able to achieve high accuracy for industry classification because it is pre-trained on a large 

dataset of text and code. The BERT model is also able to understand the context of a text, which is important for 

industry classification. 

The method presented in this study can be used to test the compatibility of texts to be used in online advertising 

networks with the advertiser's industry. In this way, the suitability of the texts, which is an important component 

in determining the quality of online advertising, within the industry will be tested automatically. 

 

3.2.2 Model Performance Evaluation 

 

In order to accurately evaluate the performance of the model, the F1 score was followed along with the 

accuracy value. True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) values are 

used to calculate the F1 score. TP is the positive result of both the model's estimated and the true value, TN the 

negative results of both the model's prediction and the true value, FP the negative result when the model prediction 

is positive, and the FN the positive result when the model's prediction is negative, and the true value.  In this case, 

TP and TN are considered correct results, FP and FN are incorrect results. 

While calculating the accuracy value, it is calculated by the ratio of the TP and TN values that the model 

predicts correctly to all the predicted TP, TN, FP, FN values (1). The precision value is the ratio of the number of 

TP values predicted by the model to the number of TP and FP values, which are all positive results produced by 
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the model (2). The recall value can be found by the ratio of the number of TP values predicted by the number of 

TP and FN, which are all positive results that the model should produce (3). F1 score can be defined as the 

harmonic mean of precision and recall values (4). 

 

                                                    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
       (1) 

 

       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃 + 𝐹𝑃
      (2) 

 

                                                           𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
      (3) 

 

                                                 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 ( 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
)     (4) 

 

4. Results 

The aim of this study was to evaluate the performance of a pretrained BERT model for the task of classifying 

texts extracted from various types of URLs. A total of 101.000 samples were used to train and evaluate the model, 

with 840 samples of the data set aside for testing. 

The pre-training parameters of the model used are given in Table 2. This model has been fine-tuned and made 

ready for use. The pretrained BERT model was trained for 20 iterations (epochs) using a batch size of 128.For the 

training of the pre-trained BERT model in Turkish language we used in our study, the dataset consisting of 

advertisement texts was divided into predetermined categories, 70% of the dataset was used as the training dataset 

and 30% was used as the test dataset to test the model. Since the training-test separation was made categorically, 

training and testing were carried out with equal amounts of data from each category. 

 
Table 2. Parameters of the Pretrained BERT Model 

Model Hidden 

Size 

Max Sequence 

Length 

Attention 

Heads 

# of Hidden 

Layers 

Architecture Vocabulary 

Size 

(Loodos 

2020) 

 

768 

 

512 

 

12 

 

12 

BERT For 

Masked LM 

 

32000 

 

Then, after the model was trained in 10 iterations with 14,349 training data and 3,588 test data, the analyzes 

were performed on the results of the 3rd iteration, since there was no increase in accuracy, precision, sensitivity 

and F-1 values after the 3rd iteration of the model. Here, different training-test set partitions were compared and 

it was aimed to produce results in accordance with the 70%-30% ratio used in similar studies in the literature. 

It was seen that the lowest value among the precision values of the categories in the test data set belonged to 

the 5th category, which contains 25 test data. In the sensitivity analysis, the lowest value was found in the class 

containing 97 test data belonging to the 1st category. For the F-1 score, the 5th category and the minimum value 

were compared. It is seen that the lowest successful categories of the model consist of the data with the lowest 

rate in the training and test data set. Based on this situation, it is seen that an accuracy of over 90% can be obtained 

in cases where the training and test data, which is ideal for similar studies, are more than 1000 on a category basis. 

Table 3 shows the classification report of the 3rd iteration. As can be seen here, the model reaches a high training 

accuracy from the first iteration, but can reach a high test accuracy after the third iteration. 

The results showed that the pretrained BERT model achieved a high average accuracy of 0.98, indicating 

that it was effective in accurately classifying the majority of the samples. The accuracy was computed as the 

ratio of correctly classified samples to the total number of samples. The high accuracy achieved by the model 

suggests that it can be useful for identifying texts from different types of URLs. 

However, the overall mean precision and recall values were relatively low at 0.33 and 0.28, respectively. On 

the other hand, it is observed that F1-score is calculated relatively higher for 12 categories among 42 categories 

and these categories are given in Table 4. The average F1-score is calculated as 0.67 for these 12 categories. The 

average F1-score is calculated as 0.67 for those categories. The reason behind this situation is in the previous 

study, the BERT model is trained with advertisement texts rather than randomly scraped texts from websites. 
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Precision measures the proportion of correctly classified positive samples out of all samples classified as positive, 

while recall measures the proportion of correctly classified positive samples out of all actual positive samples. 

The low precision and recall metrics suggest that the model had limitations in correctly identifying all positive 

samples. Specifically, the model had a tendency to incorrectly classify negative samples as positive, resulting in 

a low precision value. Additionally, the model was not able to correctly identify all actual positive samples, 

resulting in a low recall value. 

 

Table 3. Iteration Test Report for Pretrained BERT Model 

ID Precision Sensitivity F1 Score Ad Texts 

0 0.90 0.95 0.92 353 

1 0.99 0.77 0.87 97 

2 0.92 0.92 0.92 414 

3 0.93 0.87 0.90 378 

4 0.88 0.87 0.87 187 

5 0.78 0.84 0.81 25 

6 0.95 0.94 0.90 474 

7 0.87 0.93 0.91 560 

8 0.92 0.90 0.94 444 

9 0.91 0.98 0.94 168 

10 0.94 0.93 0.94 363 

11 0.87 0.82 0.84 125 

Accuracy   0.91 3588 

Average 0.91 0.91 0.91 3588 

 

Table 4. Test Results Higher Than %45 F1 Score 

Category Names F1 Score 

Art Education 0.77 

Energy 0.48 

Flower Order 0.90 

Foreign Language Education 0.81 

Occupational Retraining 0.51 

Office Furnitures 0.59 

Packaging 0.82 

Promotional Items 0.71 

Psychological Counseling 0.65 

Rent a Car 0.78 

Technical Service 0.50 

Investment 0.47 

Average 0.67 

 

The average F1-score, which is the weighted harmonic mean of precision and recall, was also relatively low 

at 0.28. This further highlights the limitations of the model's performance in terms of correctly identifying positive 
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samples. However, the average F1-score for certain 12 categories that are mentioned in Table 1 is 0.67 which 

indicates that the pre-trained BERT model is still successful to classify texts. 

In summary, the pretrained BERT model demonstrated a high accuracy in classifying texts extracted from 

different types of URLs. However, the model's overall performance in terms of precision and recall was limited 

except for specific categories, indicating the potential for further improvement. Future work could focus on fine-

tuning the model on specific data or incorporating additional features to enhance its performance. Future work 

also might be focused on using a transfer learning method rather than fine-tuning an existing model. The results 

demonstrate the potential of using pretrained BERT models for classification tasks while highlighting the 

importance of evaluating the model's precision and recall metrics in addition to its accuracy. 

5. Conclusions 

The aim of this study was to evaluate the BERT model performance that was trained on advertisement texts. 

Based on the results obtained from the pre-trained BERT model, the model shows a high average accuracy of 

0.98, which suggests that it is effective in classifying texts extracted from different types of URLs. However, the 

relatively low average precision and recall values of 0.33 and 0.28, respectively, indicate that the model has 

limitations in correctly identifying all positive samples. However, for the 12 categories given in Table 1, the pre-

trained BERT model gives an average 0.67 F1-score. The reason why the pre-trained BERT model was not able 

to classify texts with higher F1-score is the insufficiency of the dataset. With a higher number of data, the model’s 

performance would be better. And, the model was also trained on advertisement texts but tested on scraped texts 

from different websites. These limitations suggest that further improvements could be made to enhance the 

model's precision and recall metrics, potentially by incorporating additional features or fine-tuning the model on 

specific data. Overall, these findings demonstrate the potential of using pre-trained BERT models for 

classification tasks, while highlighting the importance of evaluating the model's precision and recall in addition 

to its accuracy. Future work will be focused on to trained the BERT model with data that are obtained from 

websites and evaluating its performance with more samples. 
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