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Öneri sistemleri çeşitli çevrimiçi platformlarda hayati bir rol oynar ve kullanıcıların tercihlerini göz önünde 
bulundurarak yeni ürünler, hizmetler ve içerikler keşfetmelerine yardımcı olur. Bununla birlikte, bu 
sistemler, kötü niyetli kullanıcıların derecelendirmeleri yapay olarak şişirdiği veya söndürdüğü ve önyargılı 
önerilere yol açtığı şilin saldırıları yoluyla manipülasyona karşı savunmasızdır. Bu saldırıları araştırmanın, 
anlamanın ve hafifletmenin önemini vurgulamak çok önemlidir. Bu tür saldırıları tespit etmek, tavsiye 
sistemlerinin bütünlüğünü ve etkinliğini korumak için çok önemlidir. Literatürde, şilin saldırılarını tespit 
etmek için birçok çalışma sunulmuştur. En iyi bilinen kümeleme yöntemleri farklı saldırı modelleri için 
uyarlanmıştır. Bu makalede, şilin saldırılarını tespit etmek için gürbüz bir teknik olarak Tek Sınıflı Destek 
Vektör Makineleri kullanımını araştırıyoruz. Tek Sınıflı Destek Vektör Makinaları, öncelikle anomali tespiti 
ve aykırılık tespiti görevleri için tasarlanmış geleneksel Destek Vektör Makinelerinin özel bir çeşididir. 
Önerilen yöntemi doğrulamak için MovieLens100K veri kümesi kullanılmıştır. Sonuç olarak, farklı boyut 
ve doluluk oranlı saldırılar için hassasiyet ve geri çağırma değerleri verilmiştir. 

Anahtar Kelimeler: 
Öneri sistemleri, 
Şilin atakları,  
Tek sınıflı destek 
vektör makinaları. 
 

 

Shilling Attack Detection with One Class Support Vector Machines 

Article Info ABSTRACT 

Article History 
Received: 12.07.2023 
Accepted: 19.09.2023 
Published: 31.12.2023 

 
Recommender systems play a vital role in various online platforms, assisting users in discovering new 
products, services, and content considering their preferences. However, these systems are vulnerable to 
manipulation through shilling attacks, where malicious users artificially inflate or deflate ratings, leading to 
biased recommendations. It is crucial to emphasize the importance of researching, understanding, and 
mitigating these attacks. Detecting such attacks is crucial to maintaining the integrity and effectiveness of 
recommender systems. In the literature, lots of studies are presented to detect shilling attacks. The most well-
known clustering methods are adapted for different attack models. This paper explores using One-Class 
Support Vector Machines (OCSVM) as a robust technique for detecting shilling attacks. One-Class SVMs 
are a specialized variant of the traditional Support Vector Machines, primarily designed for anomaly and 
novelty detection tasks. MovieLens100K dataset is used to validate the proposed method. As a result, 
precision and recall values are given for different attack and filler sizes. 
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INTRODUCTION 

 Recommender systems have become indispensable in our digital lives, aiding us in discovering new 
products, services, and content. These systems leverage user preferences and behaviors to provide personalized 
recommendations. Recommender systems have broad application areas in the real world, such as e-commerce 
[1,2], healthcare [3,4], energy [5,6], e-learning [7,8], and social networks [9]. 

 Despite their growing popularity, recommender systems face a persistent threat known as shilling attacks 
[10–12]. These attacks undermine the trustworthiness and integrity of these systems, potentially leading to 
biased recommendations and compromised user experiences. It is essential to shed light on this issue and explore 
potential solutions to safeguard recommender systems from such attacks. Classification [13,14], clustering [15–
17] and statistical [18] based approaches have been proposed to detect these attacks.  

 Shilling attacks entail inserting false or biased data into the recommender system's algorithms in an effort 
to change the results produced by the system. Attackers may make several fictitious user identities, dishonestly 
review products, or offer cunning commentary to influence recommendations in their favor. Attackers try to 
sway the algorithms' knowledge of user preferences and skew the recommendations by taking advantage of the 
system's reliance on historical user data. 

 Shilling attacks not only undermine user trust but also jeopardize the integrity and fairness of 
recommender systems. Attackers can alter the underlying algorithms and prejudice the recommendation process 
by injecting false or manipulated data. This can have a cascading effect, maintaining certain things or 
preferences while marginalizing others. As a result, diverse and useful recommendations may be repressed, 
resulting in a limiting of user experiences and limited exposure to new information. 

 An attack profile is defined by Bhaumik et al. [18] is given in Table 1. An attack profile consists of four 
main parts. Selected items (𝐼") that have specific characteristics decided by attackers to make the attack harder 
to detect. For example, some attacks select popular items [19,20] whereas some attacks select unpopular items 
[21]. Filler items (𝐼#) are randomly chosen items to score with target item. Filler items score for making attack 
profiles difficult to detect. For a genuine user, it is not possible to scores all items in the database. Unrated items 
(𝐼$) aren’t rate in attack profiles as with genuine users. Target item (𝐼%) is the item that rates want to be increased 
or decreased depending on the type of attacks. Some attack models don’t include all the parts of this example. 

Table 1. An example attack profile 

𝐼! 𝐼" 𝐼# 𝐼$ 
Selected Items Filler Items Unrated Items Target Item 

Different attack models are generated to decrease detect possibility. The basic attack models are random 
and average is the simplest attack models in the literature. These attack models don’t have selected items parts. 
In random attack model, filler items are rated by general mean [22]. On the other hand, filler items are rated by 
items’ rate means in average attack model [23]. Target item is rated maximum or minimum rate considering 
attack type. For push attacks, target item is rated with maximum rate. for pull attacks, target item is rated with 
minimum rate. Bandwagon attacks are the extension of the random and average attacks. There are two types of 
bandwagon attacks in the literature; random and average bandwagon attacks. In both bandwagon attack types, 
popular items are selected and maximum rates are given with target item. Filler items are rated similar way in 
random and average attack.  

Segment attacks are more effective in item-based recommender systems. In segment attacks, users 
associated with a specific product is selected and recommendations are proposed to these users [24]. Core 
profiles that generated from user database are used in probe attacks [21]. Target items rate is manipulated in 
used profiles. Aforementioned attack models are generally push attack models. They provide increasing 
popularity of target item [25]. To decrease popularity of target item, love/hate, reverse bandwagon and perfect 
knowledge attack models are proposed in the literature [21,26].  

The literature analyzes shilling attack detection methods in three main areas: unsupervised, semi-
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supervised, and supervised. Unsupervised methods are preferred over other methods. With different clustering 
methods, attacks can be detected without requiring any class labels for existing data. Since the ratings made by 
attack profiles will exhibit an abnormal distribution, they will be excluded from the clusters formed by genuine 
profiles. 

The labels of data aren’t supported in clustering algorithms [27]. Different clustering methods are used 
for shilling attack detection in the literature. In this study, suspicious user ratings of users are extracted by 
Markov chaining. Then, suspicious users are detected by hierarchical clustering of the obtained suspiciousness 
degrees [28]. In another study, the scoring behavior of users in the database is examined by extracting four 
detection features. Then, using PCA and k-means methods, a set of suspicious users is created. the gathering 
behavior of suspicious users is evaluated to distinguish between attackers and real users. Thus, the aim is to 
increase the accuracy rate [29]. 

The authors investigate the advantages of integrating the soft co-clustering algorithm with the user 
propensity similarity method, and they provide a soft co-clustering with propensity similarity model for 
detecting shilling attacks [30]. Another study investigates the attributes a profile must have to be an attacker. 
The user-product score matrix, the user-connection matrix, and the similarity between users are used to 
determine whether there are anomalies between the ratings. The k-means method detects attacker users with the 
obtained information [31]. In the study, a new attribute is proposed for attack users. Then three alternative 
detection model is proposed for shilling attacks [32].  

Supervised methods need labeled data for classification to further data. In recommender systems, support 
vector machines are preferable for detecting attack users. In [33] uses a modified SVM model for attack 
detection. Gaussian Mixture Model is used as a machine-learning model to obtain high detection rates. In some 
scenarios, there are a few labeled data for detection. In this case, semi-supervised methods help to detection of 
shilling attacks. The well-known classification method Naïve Base is used to classify shilling attacks [34]. This 
study uses the Expectation Maximization (EM) algorithm to develop the initial classifier iteratively. In another 
study [35], Co-Forest algorithm is used for attack detection semi-supervised.  

 SVM is a powerful method for classification problems. However, it needs to label data for classify data. 
The study uses one class SVM to detect shilling attacks in the data. The One-Class Support Vector Machines 
(SVMs) represent an intriguing and powerful tool for addressing various challenges in machine learning and 
data analysis. One-Class SVMs are a specialized variant of the traditional Support Vector Machines, primarily 
designed for anomaly detection and novelty detection tasks. 

The application of One-Class SVMs can be particularly valuable in multiple domains, including computer 
science, engineering, social sciences, and even natural sciences. These algorithms allow researchers to tackle 
problems where the focus is on identifying rare or unusual observations distinct from the majority of the data 
points. By doing so, One-Class SVMs aid in understanding exceptional patterns, detecting outliers, and 
characterizing anomalies that deviate significantly from the norm. 

One-Class SVMs operate on the principle of separating a high-dimensional feature space into two regions: 
the region that contains the majority of the data (normal instances) and the region that represents the outliers or 
anomalies. This separation is achieved by constructing an optimal hyperplane that maximizes the margin 
between the normal instances and the origin of the feature space. In this way, One-Class SVMs learn to 
encapsulate the characteristics of normal data instances and provide a measure of their separability. 

One-Class SVMs can be employed in various scenarios. For instance, in computer science, these 
algorithms can help identify cybersecurity threats, detect network intrusions, or distinguish malicious software 
from benign programs [36]. In engineering, One-Class SVMs can aid in fault diagnosis, anomaly detection in 
industrial processes, or quality control in manufacturing [37,38]. Social sciences can benefit from One-Class 
SVMs for identifying abnormal behavior patterns in human activities, fraudulent transactions in finance, or 
anomalous trends in sociological studies [39,40]. Even in natural sciences, these algorithms can assist in 
detecting rare events, outliers in environmental data, or anomalies in biological systems [41]. 
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One of the key advantages of One-Class SVMs is their ability to operate with limited training data. Given 
that anomaly detection problems typically involve sparse and imbalanced datasets, One-Class SVMs excel in 
capturing the underlying structure of normal instances while being robust to the presence of outliers. Moreover, 
these algorithms provide a measure of confidence or probability associated with the classification, aiding 
researchers in interpreting the significance of detected anomalies. 

Despite their numerous advantages, One-Class SVMs also have certain limitations. The choice of 
appropriate kernel functions, which are responsible for mapping the data into high-dimensional spaces, can 
significantly impact the performance of these algorithms. Optimization aims to improve the performance of the 
algorithms [42]. Parameter optimization is important for optimization problems [43]. Additionally, selecting 
optimal parameters, such as the kernel width and the regularization parameter, often requires careful tuning and 
cross-validation [44–49]. There are two parameters for OCSVM, 𝑣 and 𝜌. 𝑣 takes values between 0 and 1 and 
control the level of relaxation, and 𝜌 is the bias term. These parameters are explained in detail in the next section. 
Their level is highly effective on accuracy rate of method. In Figure , effect of different levels of parameter is 
given. In Figure 1.a, basic levels of parameters are given. For these levels, train error is 9.5% and novel regular 
error is 20% and novel abnormal error is 0%. As we can see from Figure 1.a, an overfitting is observed for this 
scenario. All outliers are classified correctly, but errors for regular item is high. If the 𝜌 is decreased while 𝑣 is 
same boundaries are so large then, abnormal items are in the normal region. When two parameter levels are 
decrease, normal items errors are low, but abnormal items error is still high. If parameter levels are selected as 
𝑣=0.01, 𝜌=0.1, the best accuracy rate is obtained. However, this level is not optimal. Different methods are 
proposed for parameter selection, these methods will be given at the end of this section. 

 
Figure 1. a.  𝑣=0.1 𝜌=0.1 

 
Figure 1. b. v=0.1 ρ=0.01 

 
Figure 1. c.  𝑣=0.01 𝜌=0.1 

 
 

Figure 1. d. 𝑣=0.01 𝜌=0.01 

Figure 1. Effects of different levels of OCSVM parameters 

In this study, the OCSVM method is adapted to the recommender system for shilling attack detection. 
Hyperparameters of OCSVM are selected by an unsupervised method.  

Aforementioned studies show that there is a broad literature about shilling attack detection. In this study, 
unlike the literature, attack detection with one class support vector machines is presented. Thus, it is possible to 
detect different attacks with the model to be built with only the information of genuine users. Hyperparameters 
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of OCSVM is provided by Quick Model Selection method.    

This study organized as follow: in introduction section, the problem and attack types are defined. A 
literature review is given about the problem, attack types, attack detection methods and used methods in the 
study. Furthermore, motivation of the study is given in the introduction section. In materials and methods, 
OCSVM algorithm is defined and pseudo codes of used algorithms are given. Followingly, in experimental 
evaluation section, an example is given to validate to proposed methodology. Discussion of results are given in 
this section. Lastly, in conclusions, results of study and future directions are given. 

MATERIALS AND METHODS 

OCSVM method is introduced in this section. In this study, a one-class classifier is needed to classify 
genuine users from attack profiles. Basically, single class classifiers can be grouped into four categories: 
intensity-based, distance-based, reconstruction-based and boundary-based. Since the obtained model will be 
used in the future, the boundary-based OCSVM method is preferred.  

One-Class Support Vector Machines  

The primal quadratic problem that defines the OCSVM classifier is  

 

(1) 

where ,  are slack variables,  is a bias term, and . Slack variables allow to 
relax the constraints imposed by the problem. The parameter controls the level of relaxation. If  is set near 

0, the penalty term  vanishes. In other words, it causes overfitting, the model aims to separate all points 
in the dataset. In contrast, if this parameter is very close to 1, the algorithm has more latitude to minimize (1). 
In this case underfitting is observed.  Most of the points labeled as anomaly.  

 (1) is transformed into the following quadratic dual problem using Lagrange multipliers in order to avoid 
computing the explicit mapping: 

 

(2) 

Shilling attacks pose a significant threat to user trust in recommender systems. When users perceive 
recommendations as biased or manipulated, their confidence in the system diminishes. Users may question the 
authenticity of the recommended items and the system's ability to understand their preferences accurately. This 
erosion of trust can lead to decreased engagement, reduced satisfaction, and even abandonment of the 
recommender system altogether. 

The pseudo code of proposed method is given in Algorithm 1. In the proposed study, firstly most-rated 
50 items are selected from user item matrix. Then each item matrix is calculated. Followingly, train test and 
attack profiles are constructed. Model parameter optimization is provided by Quick Model Selection method 
for each train set. In this study 5-fold cross-validation is applied. For each test set model validation is provided. 
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In this study, 10 attack set is added to the dataset separately for each item, attack size and filler size. These 
different attack sets are predicted with fitted model. Then performance metrics are calculated. 

Algorithm 1: Shilling Attack Detection wit OCSVM 
  Inputs: User-Item Matrix (X)  

 1: for   to  do 
 2:  Find most rated 50 items 
 3:  Construct item’s matrix for each item 
 4:  Construct train, test, and attack sets 
 5:  Obtain optimal parameter for each train set for OCSVM 

 6:  for  to  do 
 7:   fit OCSVM model for item i train set j 
 8:   Predict train set j 
 9:   Calculate train accuracy rate 

 10:   for  to 10 do 
 11:    Predict attack set k, injected to item i 
 12:   end for 
 13:   Calculate precision and recall values 
 14:  end for 
 15: end for 

EXPERIMENTAL EVALUATION 

In this study, MovieLens100K dataset is used as an experimental example. This dataset includes 100 000 
ratings form 943 users to 1652 movies. Ratings take values between 0 and 5.  

The dataset used in this study consists of four columns of data. The first column is the user id, the second 
column is the item number, the third column is the score given and the last column is the time stamp at which 
the score was given. In the data pre-processing step, these data were transformed into matrices for each item. 
The column values of the resulting matrices are the ids of the movies and the rows are all the scores of the users 
who rated that product. In this way, the data was made ready for OCSVM. 

In this study, k-fold cross validation is applied for model validation. In the training dataset only genuine 
profiles are used. 80% of genuine profiles are used for training dataset and remain 20% percent of genuine 
profiles are used for test dataset. Additionally, attack profiles are tested with constructed model. Accuracy rates 
of training dataset is given in Table 2. All training datasets are used for all types attacks for different filler and 
attack sizes. However, small changes are observed for accuracy rates. The reason of mentioned small changes 
are k-fold cross validation. Different parts are selected randomly as train and test samples for each replication. 
The flowchart of proposed algorithm is given in Figure 2. 

Table 2. MovieLens100K dataset training dataset accuracy rates 

 Attack Size 1 3 5 
 Filler Size 1 3 5 1 3 5 1 3 5 

A
cc

ur
ac

y Random 0,9795 0,9806 0,9795 0,9812 0,9805 0,9792 0,9821 0,9821 0,9804 

Average 0,9800 0,9798 0,9795 0,9813 0,9806 0,9800 0,9827 0,9810 0,9807 

Mixed-Attack 0,9793 0,9802 0,9795 0,9821 0,9801 0,9795 0,9825 0,9798 0,9800 

Three types of attacks are injected to data, random, average and mixed attacks. Mixed attack consists of 
random and average attacks. These attacks are injected to most rated 50 items in the dataset. 10 replications are 
provided for each item. Finally, Table 3 is obtained for all test results. In Table 3, recall, precision, and F1- 
measure scores are given for all attack models for different attack and filler size. In general, above 96 percent  
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Figure 2. Flowchart of proposed algorithm 

results are obtained for F1-Measure. Especially, lower filler sizes give better results than high filler sizes. In this 
study, quick model selection [46] method is used to predict hyperparameters of OCSVM. Different 
hyperparameter estimation methods can achieve higher scores for their performance metrics. 

Table 3. MovieLens100K Dataset Test Results 

 Attack Size 1 3   5 
 Filler Size 1 3 5 1 3 5 1 3 5 

Re
ca

ll Random 1,0000 0,9994 0,9946 1,0000 0,9991 0,9840 1,0000 0,9982 0,9741 

Average 1,0000 0,9997 0,9972 1,0000 0,9996 0,9904 1,0000 0,9990 0,9843 

Mixed-Attack 1,0000 0,9999 0,9974 1,0000 0,9995 0,9896 1,0000 0,9989 0,9849 

Pr
ec

isi
on

 Random 0,9431 0,9424 0,9423 0,9479 0,9445 0,9486 0,9486 0,9475 0,9430 

Average 0,9465 0,9431 0,9424 0,9493 0,9458 0,9510 0,9510 0,9479 0,9457 

Mixed-Attack 0,9465 0,9431 0,9424 0,9493 0,9458 0,9510 0,9510 0,9479 0,9457 

F1
-

M
ea

su
re

 Random 0,9707 0,9701 0,9678 0,9733 0,9710 0,9625 0,9736 0,9722 0,9583 

Average 0,9725 0,9706 0,9690 0,9740 0,9720 0,9664 0,9749 0,9728 0,9646 

Mixed-Attack 0,9720 0,9705 0,9691 0,9734 0,9714 0,9658 0,9749 0,9725 0,9641 

The results show that the accuracy rates, which are limited to 98% in the learning set, increase up to 100% 
in the test set. There are relative decreases in performance metrics as the attack size and fill rate increase. In this 
study, attack users are considered positive observations. However, handled data is a sparse data. The filler rates 
of the data are about 6%. If an appropriate hyperparameter selection method is choose for this data, results will 
be better. 

CONCLUSIONS 

Recommender systems are a powerful technique to cope with information overload problems. However, 
shilling attacks pose a significant challenge to the trustworthiness and integrity of recommender systems. It is 
crucial to emphasize the importance of researching, understanding, and mitigating these attacks. We can foster 
more reliable, fair, and user-centric recommender systems by developing robust defenses and advancing the 
field's knowledge. Ultimately, this will lead to enhanced user satisfaction, increased trust, and more meaningful 
recommendations that align with individual preferences and interests. 
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In the literature, supervised, semi-supervised, and unsupervised methods are proposed to detect shilling 
attacks. In the study, a mathematical detection algorithm is adapted to recommender system to shilling attack 
detection. Incorporating One-Class Support Vector Machines into research and analysis can greatly enhance the 
understanding and detection of anomalies in various domains. Their ability to identify and characterize rare 
events, outliers, and unusual patterns provides valuable insights and can contribute to advancements in fields 
ranging from computer science and engineering to social sciences and natural sciences. By leveraging the power 
of One-Class SVMs, academics can effectively address the challenges posed by anomaly detection. Different 
hyperparameter selection methods are investigated and an unsupervised method is selected for OCSVM 
hyperparameters. In this study, OCSVM method is applied for different attack and filler sizes for 
MovieLens100K dataset. Accuracy rates are given for all scenarios. 

Generally, dataset used for recommender systems are sparse datasets. For this reason, new hyperparameter 
selection algorithms for OCSVM can propose in future studies. This study uses movie database as experimental 
evaluation, different datasets can be used in further studies. Sigmoid kernel function is used in this study. In the 
future studies, different kernel functions can be presented for shilling attacks. Additionally, boundary-based one 
class classification algorithm is used in this study. For future studies, different classifiers can be used for 
classification method.  
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