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Abstract 

Conductive yarns are one of the most preferred products that are used for electronic 

textile products. Although conductive yarns have a wide range of application areas, 

it is also important to choose the most appropriate yarn according to the intended use. 

In this study, it was aimed at selecting the most appropriate conductive yarn for a 

textile factory that makes production using conductive yarn. Within this scope, 8 

criteria and 3 conductive yarn alternatives are determined, and a form that includes 

criteria was sent to 7 experts via e-mail and they were asked to evaluate the criteria 

for steel, graphene, and silver-plated yarns according to the AHP fundamental scale 

table. The matrices obtained from the forms filled out by the experts were evaluated 

with the help of the AHP method. As a result, it has been determined that graphene 

yarn is the most appropriate yarn for a textile factory among the alternatives 

according to the specified criteria. 

 
 

 
1. Introduction 

 

The rapid increase in technological developments 

after the Industrial Revolution and the fact that 

researchers turn to interdisciplinary studies enable 

innovative products to emerge. One of the most 

important technological developments that emerged 

as a result of interdisciplinary studies is wearable 

technologies [1]. "Wearable technology" concept is 

defined as the technology which is incorporated into 

the wearable accessories directly worn on the body 

[2]. 

Another concept developed from the concept 

of wearable technology is the concept of electronic 

textiles [3]. Electronic textiles are the technical and 

functional products that result from the combination 

of materials, design tools and production methods 

from the two major industries of textile and 

electronics industries that continue to develop [4]. 
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Nowadays, the increasing importance of 

studies on electronic textiles and wearable electronics 

and the increase in commercial products developed 

and released in this category have led to the 

production of conductive yarn from sample size to 

commercial size. Conductive yarns are one of the 

most preferred conductive textile products that are 

used both to produce textile surfaces or textures and 

connection paths. Wearable products manufactured 

with conductive yarns are frequently encountered in 

fields such as healthcare, sports, the military, home 

textiles, and leisure-time products. Although 

conductive yarns have such a wide range of 

application areas, it is also important to choose the 

most appropriate yarn according to the intended use 

and the process to be applied. Metal ratio, 

conductivity, flexibility, biocompatibility, 

mechanical strength, washability, usability in the 

machine for production, and price are the most 

important criteria for conductive yarns [5]. In addition 
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to these criteria, there are many different types of 

conductive yarns, too. The situation becomes more 

difficult in systems where there are multiple criteria 

affecting decision-making. In cases where there is a 

single criterion in decision-making processes, the 

problem can be easily solved; however, this becomes 

more difficult as the criteria increase [6]. 

The decision-making actions of companies 

are much more complicated and important than 

people's decision-making actions in daily life. The 

main reason for this is that every decision taken 

affects all other units of the company and has a much 

greater impact on the profitability of the company 

than expected. Today, different Multi-Criteria 

Decision-Making Methods (MCDMM) are available 

for the solution of decision-making problems that 

contain multiple evaluation criteria, both for 

companies and our daily lives. Multi-criteria 

decision-making techniques frequently encountered 

in literature are DEMATEL (The Decision-Making 

Trial and Evaluation Laboratory), AHP (Analytical 

Hierarchy Process), ANP (Analytic Network 

Process), VIKOR (Vise Kriterijumska Optimizacija I 

Kompromisno Resenje), TOPSIS (Technique for 

Order Preference by Similarity to Ideal Solution), 

MOORA (Ratios Analysis and Reference Point 

Approach) and ELECTRE (Elimination and Choice 

Translating Reality English) [6]-[9]. 

The choice of multi-criteria decision-making 

method to be used in the evaluation varies according 

to the level of knowledge required for each factor, and 

each method works with a different solution logic. In 

this paper, the Analytical Hierarchy Process (AHP) 

method, which is one of the multi-criteria decision-

making methods, was chosen and applied. The AHP 

method decomposes the problem into 

subcomponents, and the basis of the AHP method is 

based on both criteria and binary comparisons 

between alternatives. These binary comparisons 

include a comparison of the importance of criteria or 

alternatives according to each other. The calculations 

for selection or grading are then performed on these 

binary comparison matrices [6], [10], [11]. 

In this study, it was aimed at selecting the 

most appropriate conductive yarn for a textile factory 

that makes production using conductive yarn. To 

construct a hierarchical structure, the alternatives are 

first determined as steel, graphene, and silver-plated 

yarns. Then, 8 criteria (metal ratio, conductivity, 

flexibility, biocompatibility, mechanical strength, 

washability, usability of the machine for production, 

and price) are determined. After generating the 

hierarchical structure, binary comparison matrices 

were established, and the alternatives were listed from 

the best to the worst. 

2. Material and Method 

 

Within the scope of this study, firstly, 8 criteria that 

are effective in the purchase of conductive yarn were 

determined. These criteria are metal ratio (C1), 

conductivity (C2), flexibility (C3), biocompatibility 

(C4), mechanical strength (C5), washability (C6), 

usability of the machine for production (C7), and 

price (C8). Then, 3 conductive yarn alternatives were 

determined. These alternatives are steel (A1), 

graphene (A2), and silver-plated (A3) yarns (Table 1). 

 
Table 1. The properties of conductive yarn alternatives 

Steel yarn Graphene yarn Silver-plated yarn 

Bekinox® 

stainless steel 

yarns 

RESISTEX® 

GRAPHENE 

Shieldex silver-

plated yarns 

   
These stainless 

steel yarns are 

flexible and 

durable 

electrically 

conductive 

yarns. 

These yarns are 

used in a wide 

range of 

applications 

related to Anti-

static (ESD), 

intelligent 

textiles, signal 

and power 

transfer, heat-

resistant sewing 

yarn, and 

thermal 

conductivity. 

The yarns can 

be easily knit, 

sewn, or woven 

to produce any 

type of textile. 

 

It has a higher 

tenacity and 

abrasion 

resistance than 

normal 

polyester or 

polyamide 

yarns. 

The electrical 

conductivity of 

this yarn can 

range from 

10^3 Ω to 10^6 

Ω, placing it in 

the range of 

both antistatic 

and conductive 

yarns. 

 

This yarn has 

<600 Ω/m 

electrical 

resistance. Due 

to its higher 

silver content, it 

is highly 

conductive. 

With their 

antistatic and 

antibacterial 

properties and 

high electrical 

and thermal 

conductivity, 

these conductive 

yarns can be 

used in a wide 

range of 

applications. 

The full silver-

plated polyamide 

yarns can be 

twisted, knitted, 

embroidered, 

woven, and spun 

like uncoated 

yarns. 
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After the determination of the criteria and 

alternatives, two forms (Appendix 1 and Appendix 2), 

which include criteria, were sent to 7 experts who are 

actively working in the textile sector and effective in 

the decision to purchase conductive yarn, and they 

were asked to evaluate the criteria for steel, graphene, 

and silver-plated yarns according to the AHP 

fundamental scale table. The matrices obtained from 

the forms filled out by the experts were evaluated with 

the help of the AHP method, priority vectors were 

determined, and the alternatives were listed according 

to their importance weight. Therefore, it has been 

determined which yarn is the most appropriate for a 

textile factory to choose among the alternatives 

according to the specified criteria. 

In the study, Adobe Acrobat Pro DC was used 

to create the fillable forms, and Microsoft® Excel 

version 16.16.14 was used to make the calculations. 

 

2.1. Analytical Hierarchy Process 

 

There are many methods known as Multi-Criteria 

Decision Analysis (MCDA) for solving problems [11].  

The Analytical Hierarchy Process (AHP) is a 

decision-making technique that measures all 

objective and subjective criteria by pairwise 

comparison and allows them to be quantitatively 

evaluated by determining their order of importance. 

Analytical Hierarchy Process (AHP), one of the 

multi-criteria decision-making methods, was 

introduced by Myers and Alpert in 1968, and it was 

developed by Thomas L. Saaty as a model [13].  

This method can be applied easily, even to 

very complex problems, because it takes into account 

both quantitative and qualitative factors, is applicable 

to individuals or groups, is easy to use, and does not 

require special expertise [13], [14]. 

In this study, the Analytical Hierarchy 

Process was chosen because it is a widely used tool 

that enables decision-makers to make decisions, 

allowing all important criteria to be taken into account 

and arranged in a hierarchy. 

In the Analytical Hierarchy Process, 

calculations for the selection problems are made using 

the simple four arithmetical operations. Criteria 

(price, quality, distance, etc.) that are considered 

important for the decision-maker are determined in 

order to carry out the selection process among the 

alternatives in the selection problem. Decision-

makers should express the importance of each 

criterion according to themselves. Hence, the 

fundamental scale, which is recommended by 

Thomas L. Saaty and contains the determined values 

for importance, is used (Table 2) [15].

 
Table 2. The fundamental scale 

The intensity of 

importance on an absolute 

scale 

Definition Explanation 

1 Equal importance Two activities contribute equally to the 

objective 

3 Moderate importance of one over 

another 

Experience and judgment strongly favor one 

activity over another 

5 Essential or strong importance Experience and judgment strongly favor one 

activity over another 

7 

 

Very strong importance 

 

An activity is strongly favored and its 

dominance demonstrated in practice 

9 

 

Extreme importance The evidence favoring one activity over another 

is of the highest possible order of affirmation 

2, 4, 6, 8 Intermediate values between the two 

adjacent judgments 

When comprimise is needed 

 

Reciprocals If activity i has one of the above numbers assigned to it when compared with activity j, 

then j has the reciprocal value when compared with i 

Rationals Ratios arising from the scale If consistency were to be forced by obtaining n 

numerical values to span the matrix 

 

The Analytical Hierarchy Process has four 

different axioms. These are named reciprocal, 

homogeneity, independence, and expectation 

axioms. The AHP axioms allow for the derivation of 

ratio scales of absolute numbers through decision-

makers’ responses to pairwise comparisons [16]. 
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1. Reciprocal Axiom: According to the decision-

maker in this axiom, if criterion A is m times more 

important than criterion B, criterion B is 1/m times 

more important than criterion [12]. To give an 

example, if one stone is judged to be five times 

heavier than another, then the other is automatically 

one fifth as heavy as the first because it participated 

in making the first judgement [16]. This axiom is 

used to form the comparison matrices. By means of 

this axiom, the number of questions to be asked to 

the decision-maker in order to determine the 

importance of the criteria has fallen in half. 

 

2. Homogeneity Axiom: This axiom is based on the 

fact that there is no significant difference between 

the elements to be compared. If the differences 

between the elements are high, significant 

measurement errors will occur. Therefore, 

homogeneity is important to make meaningful 

comparisons. Since the elements can't be compared 

to being infinitely significant (aij ≠ ∞), a scale in the 

range 1-9 from the fundamental scale is used.  

 

3. Independence Axiom: This axiom is also named 

the synthesis axiom. In this axiom, when binary 

comparisons are made between the alternatives in the 

selection problem and the criteria used to solve the 

problem, each alternative and criterion is assumed to 

be independent of each other. This means that the 

priorities of the higher-level criteria will not change 

when a new alternative is added or removed [14], 

[18], [19]. This axiom plays an active role in the 

generation of the hierarchical structure. 

 

4. Expectation Axiom: This axiom states that all 

criteria and alternatives affecting the decision should 

be included in the hierarchical structure. Decision-

makers want to make certain that all their ideas are 

adequately represented in a hierarchical structure, as 

they have reasons for their decisions. The 

hierarchical structure established should meet the 

expectations of the decision-makers and should 

include all the elements (objective/target, criteria, 

sub-criteria, and alternatives) related to the decision 

problem. Otherwise, the decision-maker will not use 

all criteria or alternatives, and the decision will be 

inadequate [19], [20]. 

 

 

2.1.1. Application Steps of Analytical Hierarchy 

Process 

 
The Analytical Hierarchy Process consists of 7 steps 

in total. 

 

Step 1: Defining the Problem and Constructing the 

Appropriate Hierarchical Structure 

The first step of the AHP method is to identify the 

problem clearly after it is determined. After defining 

the problem, all the criteria required in the solution 

process and all the alternatives to be evaluated 

should be determined completely. Thereafter, the 

hierarchical structure is generated with the aim or 

target at the top, the criteria sets (criteria and sub-

criteria) of the problem at the second level, and the 

alternatives to be evaluated in the problem at the 

bottom, as seen in Figure 1 [6]. 

The purpose of the hierarchical structure is 

to determine the effect of upper-level elements on 

lower-level elements or the contribution of lower-

level elements to the importance or completion of 

upper-level elements [14]. 

 

 

Figure 1. Analytical hierarchy structure 

 
Step 2: Defining Priorities/Importance and 

Generating the Binary Comparison Matrices 

After the problem is expressed in a hierarchical 

structure, it is necessary to calculate its importance 

relative to each other by comparing the elements that 

compose that level. For this purpose, binary 

comparison matrices are generated. The values in the 

fundamental scale proposed by Saaty are used to 

generate these matrices. 

 
𝐴 = [𝑎11𝑎12 … 𝑎1𝑛𝑎21𝑎22 … 𝑎2𝑛 ⋮⋮ ⋯ ⋮ 𝑎𝑛2 ⋯ 𝑎𝑛𝑛] 

A: Binary comparison matrix, aij: the importance of 

element “i” when compared to element “j” (i, j= 1, 2, 

3, …., n) 

Binary comparisons are performed for only 

one side of the principal diagonal of the comparison 

matrix based on the reciprocal axiom. The values at 

the bottom of the diagonal are determined according 

to the reciprocal axiom, and the values at the top of 
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the diagonal are inverted according to the 

multiplication, and filled into the cells in the 

symmetry of the principal diagonal. In other words, 

when the weight of property i is expressed as wi and 

the weight of property j is expressed as wj; it can be 

said that aij = wi / wj [14].  

𝐴 = [
𝑊1

𝑊1

𝑊1

𝑊2

⋯
𝑊1

𝑊𝑛

𝑊2

𝑊1

𝑊2

𝑊2

⋯
𝑊2

𝑊𝑛

⋮⋮ ⋯ ⋮
𝑊𝑛

𝑊1

𝑊𝑛

𝑊2

⋯
𝑊𝑛

𝑊𝑛

]

= [1𝑎12 ⋯ 𝑎1𝑛

1

𝑎12

1 ⋯ 𝑎2𝑛 ⋮⋮ ⋯

⋮
1

𝑎𝑛1

1

𝑎𝑛2

⋯ 1] 

 

Since each criterion does not dominate over 

itself, the values on the principal diagonal are filled 

to be equally important (to take the value of 1) [6]. 

The binary comparison matrix is a n x n-

sized square matrix. The values in the cells of this 

matrix indicate how much more important the 

element in each row is than the element in each 

column. The equation in which the number of 

comparisons to be used to form the binary 

comparison matrix can be calculated is as follows:  

 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛 =
(𝑛)𝑥(𝑛−1)

2
                          (1) 

n= Number of criteria to be evaluated 

 If the decision given for the solution of the 

problem will affect many people, binary comparison 

matrices form by combining the judgements of 

different individuals. In this combining process, 

geometric averages of the judgements of different 

individuals are generally taken to obtain consistent 

binary comparison matrices [14]. 

 

Step 3: Normalization Process and Generating of 

Priority Vector of Criteria 

Once the binary comparison matrix is generated, the 

comparison matrix is first normalized to calculate the 

priority of weight vectors. The value in each cell of 

the binary comparison matrix is divided by the sum 

of the values in the column individually for the 

normalization process. The matrix obtained as a 

result of this process will be the normalization matrix 

(C). If this process is formulated, first of all, a B 

column vector is generated with n size and n 

components using the following formula: 

 

𝑏𝑖𝑗 =
𝑎𝑖𝑗

∑ 𝑎𝑖𝑗
𝑛
𝑖=1

                                                                   (2) 

𝐵𝑖 = [𝑏11𝑏21 ⋮ 𝑏𝑛1] 

These matrix vectors are collocated and C 

matrix is obtained. 

 
Then, priority/weight vector (W) or 

percentage importance distributions that show the 

importance of the factors relative to each other can 

be obtained using the normalized matrix (C). The 

elements of the column vector, called the priority 

vector, are obtained by calculating arithmetic mean 

of the row elements of the matrix C using the 

following formula wi. 
 

𝑤𝑖 =
∑ 𝑐𝑖𝑗

𝑛
𝑗=1

𝑛
                                                         (3) 

𝑊 = [𝑤1𝑤2 ⋮ 𝑤𝑛] 

The results obtained from this formula 

represent the importance weights of the criteria if 

they were performed for the criteria and the weight 

vector of the alternatives for that criterion if they 

were performed for the alternatives [13], [14]. 

 

Step 4: Calculation of Consistency Ratio 

It should be tested whether the decision-maker is 

consistent when performing binary comparisons 

between criteria. A consistency ratio (CR) must be 

found for each matrix to test its consistency. The 

consistency ratio is a ratio recommended by Saaty 

and used to determine the level of human error that 

can be made in binary comparison matrices. It is 

calculated by dividing the consistency index (CI) by 

the random consistency index (RI).   

 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
                                                                          (4) 

 

Random consistency index (RI) is a predetermined 

index by Saaty based on the number of criteria, ie 

matrix size. RI values corresponding to the matrix 

size are shown in Table 3 [10]. 
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Table 3. Random consistency index 

n (matrix size) 1 2 3 4 5 6 7 8 9 10 

Random consistency index (RI) 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

 

Consistency index is calculated using the 

following formula: 

𝐶𝐼 =
𝜆𝑚𝑎𝑥−𝑛

𝑛−1
                                                                    (5) 

 

In this formula, λmax represents the greatest 

eigenvalue. In order to calculate this value, firstly the 

column vector D is obtained by multiplying the binary 

comparison matrix (A) with the priority vector (W). 

 

𝐷 = 𝐴𝑥𝑊 = [𝑎11𝑎12 ⋯ 𝑎1𝑛𝑎21𝑎22 ⋯ 𝑎2𝑛 ⋮⋮ ⋯ ⋮

𝑎𝑛1𝑎𝑛2 ⋯ 𝑎𝑛𝑛]𝑥[𝑤1𝑤2 ⋮ 𝑤𝑛]                                (6) 

 

Then, a new column vector is obtained from 

the division of the reciprocal elements of column 

vector D and column vector W, which contains the 

fundamental values (E) for each evaluation factor. 

The largest eigenvalue (λmax) of the matrix is found 

by taking the arithmetic mean of the fundamental 

values in this vector [14], [21], [22]. 

 

𝐸𝑖 =
𝑑𝑖

𝑤𝑖
(𝑖 = 1,2, ⋯ , 𝑛)                                                   (7) 

λmax =
∑ 𝐸𝑖

𝑛
𝑖=1

𝑛
                                                             (8) 

 

For a matrix obtained as a result of binary 

comparisons to be consistent, the largest eigenvalue 

(λmax) of the matrix must be equal to the size (n) of 

the matrix [24]. The largest eigenvalue obtained from 

these processes is placed in the formulas CI and CR, 

and CI and CR are calculated using the formulas, 

respectively. The consistency ratio is expected to be 

less than 0.1 at the end of the test. Results can be used 

if the test result is consistent. However, if it is 

inconsistent, comparisons should be repeated, or 

subjects that may be wrong should be reviewed. 

 

Step 5: Calculation of Priority Vectors of 

Alternatives for Each Criteria 

This step consists of 4 steps in itself. 

Step 1: Binary comparison matrices are obtained by 

comparing alternatives for each criterion. 

Step 2: The normalization of the binary comparison 

matrices is performed. 

Step 3: From the normalization matrices obtained for 

each criterion, the process of generating priority 

vectors (column vectors of size mx1) is performed 

using formula (3). 

 
𝑆𝑖 = [𝑆11𝑆21 ⋮ 𝑆𝑚1] 
 

Step 4: λmax, CI and CR values are calculated for each 

criterion separately, and consistency control is 

performed. If the matrices created for each criterion 

as a result of step 4 are consistent, it means that the 

results obtained through these matrices are usable. In 

other words, priority vectors obtained by binary 

comparison of alternatives for each criterion can be 

used in problem-solving when constructing a decision 

matrix [6]. 

 

Step 6: Generating the Decision Matrix with 

Aggregation Procedure 

At this stage, the decision matrix (K) is generated by 

combining the priority vectors (Si, column vectors) 

obtained in the 5th step of the AHP application. 

 
𝐾 = [𝑆11𝑆12 ⋯ 𝑆1𝑛𝑆21𝑆22 ⋯ 𝑆2𝑛 ⋮ ⋯ ⋯ ⋮ 𝑆𝑚1𝑆𝑚2 ⋯ 𝑆𝑚𝑛] 

The values in the obtained decision matrix 

represent the priority weights of the alternatives for 

each criterion [6]. 

 

Step 7: Sensitivity Analysis by Calculating Ultimate 

Priority Vectors 

It should be determined that the model established 

depends on which criteria or criterion to what extent 

by sensitivity analysis [18]. For that purpose, column 

vector L with m elements is obtained by multiplying 

the priority vector (W, column vector) and the 

decision matrix (K) obtained in the 6th step. 

 
𝐿 = 𝐾𝑥𝑊 = [𝑆11𝑆12 ⋯ 𝑆1𝑛𝑆21𝑆22 ⋯ 𝑆2𝑛 ⋮ ⋯ ⋯ ⋮

𝑆𝑚1𝑆𝑚2 ⋯ 𝑆𝑚𝑛]𝑥[𝑤1𝑤2 ⋮ 𝑤𝑛] = [𝑙11𝑙21 ⋮ 𝑙𝑚1]               (9) 

Each element of the obtained column vector 

(L) shows the percentage distribution/importance 

order of the decision alternatives. Consequently, the 
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sum of these elements will be 1. The alternative with 

the largest value/importance in the column vector L is 

the most suitable alternative [13], [23], [24]. 

  

3. Results and Discussion 

 

The problem of this study is “the selection of the most 

appropriate conductive yarn for a textile factory that 

uses conductive yarn in its production line.” To 

construct a hierarchical structure, first of all, the 

alternatives should be determined in this selection 

problem. For this purpose, three commonly used 

conductive yarn types have been identified. Secondly, 

in order to solve this problem with the analytical 

hierarchy process and construct a hierarchical 

structure, the criteria should be determined for the 

evaluation of conductive yarn selection. Therefore, 

studies in the literature have been examined, and it has 

been found that 8 of the criteria affecting the selection 

of conductive yarn have come into prominence. 

The results obtained should be included in this section 

and supported by figures and tables if necessary. The 

findings can be compared with the relevant literature 

if required. Results should be clear and concise. In the 

discussion section, the important results of the study 

should be highlighted, and excessive citation and 

literature discussion should be avoided. 

 

 

Figure 2. Hierarchical structure of appropriate conductive yarn selection problem 

 

After constructing the hierarchical structure 

(Figure 2), a questionnaire was conducted to evaluate 

the alternatives according to the criteria. The 

questionnaire was applied online to 7 experts who 

were effective in their conductive yarn purchasing 

decisions. Using the data collected through 

questionnaires, a binary comparison matrix (A) 

containing the geometric mean of the judgments of 7 

people was formed (Table 4). 

  
Table 4. Binary comparison matrix (A) 

 C1 C2 C3 C4 C5 C6 C7 C8 

C1 1 0.11 0.8 0.47 1 2.05 0.12 0.98 

C2 9 1 3.63 2.42 1.25 6.71 0.53 4.61 

C3 1.25 0.28 1 0.3 1.26 3.39 0.6 2.62 

C4 2.12 0.41 3.32 1 1.07 2.82 0.49 4 

C5 1 0.8 0.79 0.93 1 4.11 0.75 2.12 

C6 0.49 0.15 0.3 0.35 0.24 1 0.13 0.28 

C7 8.16 1.89 1.67 2.04 1.33 7.5 1 3.42 

C8 1.02 0.22 0.38 0.25 0.47 3.63 0.29 1 

Total 24.04 4.86 11.89 7.76 7.62 31.21 3.91 19.03 
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The values in the binary comparison matrix 

indicate the importance of row elements relative to 

column elements. Using the formula (2), B column 

vectors were obtained. Then, these column vectors 

were placed side by side to form a normalization 

matrix (C) (Table 5).

 

Table 5. Binary comparison matrix (A) 
 

C1 C2 C3 C4 C5 C6 C7 C8 W 

C1 0.0416 0.0226 0.0673 0.0606 0.1312 0.0657 0.0307 0.0515 0.0589 

C2 0.3744 0.2058 0.3053 0.3119 0.1640 0.2150 0.1355 0.2422 0.2443 

C3 0.0520 0.0576 0.0841 0.0387 0.1654 0.1086 0.1535 0.1377 0.0997 

C4 0.0882 0.0844 0.2792 0.1289 0.1404 0.0904 0.1253 0.2102 0.1434 

C5 0.0416 0.1646 0.0664 0.1198 0.1312 0.1317 0.1918 0.1114 0.1198 

C6 0.0204 0.0309 0.0252 0.0451 0.0315 0.0320 0.0332 0.0147 0.0291 

C7 0.3394 0.3889 0.1405 0.2629 0.1745 0.2403 0.2558 0.1797 0.2477 

C8 0.0424 0.0453 0.0320 0.0322 0.0617 0.1163 0.0742 0.0525 0.0571 

Column vectors B1 B2 B3 B4 B5 B6 B7 B8 
 

The priority vector (W), which is seen in 

Table 5, was generated by calculating the arithmetic 

mean of the row elements of the normalization matrix 

(C). The priority vector (W) shows the importance 

weights of the criteria. 

After this stage, it is necessary to test the 

consistency. For this purpose, firstly, the column 

vector D was generated using formula (6). A new 

column vector containing the fundamental values (E) 

for each evaluation factor was obtained by the 

formula (7). Afterwards, λmax was calculated using 

formula (8). The consistency index (CI) was 

calculated by substituting λmax in formula (5). 

Finally, the consistency ratio (CR) was calculated 

using the random consistency index (RI)=1.41, which 

corresponds to n=8 in the random consistency table, 

and the consistency index (CI) was calculated by 

means of formula (4) (Table 6). 
 

Table 6. Consistency calculations 

D W E 

0.4981 0.0589 8.4562 

2.2229 0.2443 9.0989 

0.8326 0.0997 8.3507 

1.2595 0.1434 8.7828 

1.0127 0.1198 8.4532 

0.2516 0.0291 8.6477 

2.222 0.2477 8.9703 

0.4784 0.0571 8.3788 

λmax 8.6423 

CI 0.0918 

CR 0.0651 

The consistency ratio (CR) should be less 

than 0.1 for the test result to be consistent. In this 

study, the consistency ratio (CR) is calculated as 

0.0651, and it can be said that our test result is 

consistent. As the test result is consistent, the priority 

vector W, which shows the importance weights of the 

appropriate conductive yarn selection problem 

criteria given in Table 5, can be used to solve the 

problem. Binary comparison matrices were 

established by comparing alternatives for each 

criterion. The 8 matrices obtained were normalized. 

Then, their consistency was tested by calculating the 

priority vectors (Si), λmax, CI, and CR values of these 

matrices. The results of these calculations can be seen 

in Table 7. 
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Table 7. Priority vectors and consistency ratios of alternatives for each criteria 

C1 

S1 D E λmax CI CR 

0.1062 0.3197 3.0112 

3.0387 0.0194 0.0334 0.6333 1.9456 3.072 

0.2605 0.7901 3.033 

C2 

S2 D E λmax CI CR 

0.0567 0.1709 3.0119 

3.0813 0.0407 0.0701 0.6486 2.0432 3.1501 

0.2946 0.908 3.0819 

C3 

S3 D E λmax CI CR 

0.0567 0.1709 3.0119 

3.0813 0.0407 0.0701 0.6486 2.0432 3.1501 

0.2946 0.908 3.0819 

C4 

S4 D E λmax CI CR 

0.0667 0.2001 3.0002 

3.0002 0.0001 0.0002 0.4667 1.4001 3.0002 

0.4667 1.4001 3.0002 

C5 

S5 D E λmax CI CR 

0.1062 0.3196 3.0111 

3.0387 0.0193 0.0333 0.6334 1.9456 3.0719 

0.2605 0.7901 3.0329 

C6 

S6 D E λmax CI CR 

0.0664 0.1998 3.0101 

3.0542 0.0271 0.0467 0.5706 1.7613 3.0869 

0.3631 1.1129 3.0654 

C7 

S7 D E λmax CI CR 

0.0567 0.1709 3.0119 

3.0813 0.0407 0.0701 0.6486 2.0432 3.1501 

0.2946 0.908 3.0819 

C8 

S8 D E λmax CI CR 

0.6334 1.9456 3.0719 

3.0387 0.0193 0.0333 0.2605 0.7901 3.0329 

0.1062 0.3196 3.0111 

As seen in the table above, all matrices are 

consistent (CR < 0.1). As the AHP analysis results are 

consistent, Si priority vectors showing the importance 

weights of the appropriate conductive yarn selection 

problem criteria given in Table 6 can be used to solve 

the problem. 

Priority vectors in Table 6 were combined 

side by side to form a decision matrix (K) which 
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shows the priority weights of alternatives for each 

criterion (Table 8). 
Table 8. Decision matrix (K) 

Criteria weights (Wi) 0.0589 0.2443 0.0997 0.1434 0.1198 0.0291 0.2477 0.0571 

 C1 C2 C3 C4 C5 C6 C7 C8 

A1 0.1062 0.0567 0.0567 0.0667 0.1062 0.0664 0.0567 0.6334 

A2 0.6333 0.6486 0.6486 0.4667 0.6334 0.5706 0.6486 0.2605 

A3 0.2605 0.2946 0.2946 0.4667 0.2605 0.3631 0.2946 0.1062 

Finally, the ultimate priority vectors were calculated. The formula (9) is used in this calculation. 

 
Table 9. Ultimate priority vector (L) of the alternatives and ranking results 

 Ultimate Priority Vector of the Alternatives Ranking 

A1 0.1002 
3 

A2 0.5954 1 

A3 0.3044 2 

The results in the ultimate priority vector (L) 

in Table 9 are listed in descending order. As a result 

of the ranking, the alternative with the biggest value, 

A2 (Graphene), is the best alternative. 

 

4. Conclusion and Suggestions 

 

In this study, a questionnaire consisting of two parts, 

which collect general information online and evaluate 

the conductive yarns they received, was conducted to 

the experts who are effective in purchasing the 

conductive yarns of the factories producing textile 

products. 

The matrices obtained from the forms filled 

out by the experts were evaluated with the help of the 

AHP method, priority vectors were determined, and 

the alternatives were listed according to their 

importance weight. Therefore, it has been determined 

that graphene yarn is the most appropriate yarn for a 

textile factory among the alternatives according to the 

specified criteria.  

Graphene is a material that stands out with its 

high conductivity and flexibility. Graphene yarns can 

be produced in large quantities, and they are 

washable, inexpensive, and soluble in nature. Also, 

graphene is a material that is highly sensitive to 

changes in the environment, as each atom is in contact 

with its environment. When the AHP analysis results 

are taken into consideration in light of this 

information, it is concluded that graphene is a good 

choice in many aspects of the production of electronic 

textiles and wearable products.   
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