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Abstract— Portrait photo is one of the most crucial documents 

that many people need for official transactions in many public 

and private organizations. Despite the developing technologies 

and high resolution imaging devices, people need such 

photographer offices to fulfil their needs to take photos. In this 

study, a Photo Capturing System has been developed to provide 

infrastructure for web and mobile applications. After the system 

detects the person's face, facial orientation and facial expression, 

it automatically takes a photo and sends it to a graphical user 

interface developed for this purpose. Then, with the help of the 

user interface of the photo taken by the system, it is automatically 

printed out. The proposed study is a unique study that uses 

imaging technologies, deep learning and vision transformer 

algorithms, which are very popular image processing techniques 

in several years. Within the scope of the study, face detection and 

facial expression recognition are performed with a success rate of 

close to 100% and 95.52%, respectively. In the study, the 

performances of Vision Transformer algorithm is compared with 

the state of art algorithms in facial expression recognition. 

 
 

Index Terms— Deep learning, facial expression recognition, 

photo capturing system, single shot detection, vision transformer  

 

1. INTRODUCTION 

 

T THE present time, with the rapid development of 

mobile technologies, most of the persons have digital 

photo camera and can capture high-quality photos. However 

there is still a lack of applications that are useful for capturing 

portraits for passports and other legal documents. In this study, 

a sophisticated real time portrait capturing system that 

combines hand crafted image processing techniques with state 

of art deep learning approaches is proposed. 

The proposed system involves automatic detection of 

frontal face, determining the face orientation through detected 

landmark points and facial expression analysis.   

Face detection and determination of face orientation are two 

basic steps that should be performed for various computer 

vision applications. These tasks are also critical for the 

proposed portrait capturing system since they constitute a 

precondition for the subsequent facial expression analysis step.  
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In order to develop a robust face detection system, Single-

Shot-Multibox detector with ResNet-10 is used as a backbone 

architecture [1]. In the literature, face detection is generally 

focused on finding 68 points using the distinctive textural 

features of the face[2-3] Facial landmarks are found in order 

to localize eyes, nose, contour of the face and mouth. 

Landmark points are exploited for determining whether the 

eyes and mouth are open or closed. Histogram of Oriented G    

radients (HOG) and Support Vector Machine (SVM) are 

employed for selecting the images with opened eyes, while the 

proportion of the width and height of the mouth is calculated 

for determining weather the mouth is opened or closed. Frontal 

face images with open eyes and closed mouth are than 

processed for facial expression analysis. 

Facial expression is one of the most effective channels of 

human communication, and therefore, automatic facial 

expression analysis systems can take place in various 

applications related to human-computer interaction. The 

success of the deep learning methods in modeling complex 

systems lead researchers to apply various deep learning 

approaches in this challenging task. Convolutional Neural 

Networks (CNN) based systems have proven their success in 

facial expression recognition problem [4]. However, facial 

expressions have high variability due to the nature of the 

human. This reality has demanded improvements in CNN-

based systems, which require large amounts of training data to 

build a reliable model. Another drawback of the CNN based 

models is their relatively fragile structure against variant 

backgrounds and head poses [5]. Lozoya et.al aimed to 

improve generalization of their CNN based system by learning 

from mixed instances taken from different databases [6].  In 

[7], researchers employed CNN with Rectified Adam 

Optimizer in order to improve generalization. 

Success of the Transformers in natural language processing 

pave the way for attempts to adapt transformers to computer 

vision problems. One of the key ideas of Transformer models 

is being pre-trained on a large corpus and fine-tuning on the 

target task with a smaller dataset [8]. Naseer et.al. compared 

CNN and Vision Transformer networks and stated that Vision 

Transformers are robust to occlusion and pose variant [9]. For 

all that reasons, in this study, a Vision Transformer based 

system is used for facial expression recognition. Proposed 

automatic portrait capturing system selects the neutral faces 

for further processing.  

Selected proper portrait photographies (Frontal and neutral 

face images with opened eyes and closed mouth) are than post-

processed for cleaning small speckles on the face and then the 

photographies are sent to the printer according to the 

preferences of the users. 

Vision Transformer Based Photo Capturing 

System 
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The main contributions of the proposed system are given 

below: 

- At the first time in the literature, a real time portrait 

capturing system that combines handcrafted image 

processing techniques with deep learning approaches 

is proposed. 

- Performance of Vision Transformers in facial 

expression recognition task is evaluated. 

- A comparison between the performance of Vision 

Transformer and state of art methods is done in facial 

expression recognition. 

 

The rest of the paper is structured as follows: The proposed 

system is presented in Section 2. The experimental results are 

discussed in Section 3. The performance of the algorithms 

presented in this study is discussed in Section 4. Finally, the 

paper is concluded with Section 5. 

 

 

2. MATERIALS AND METHODS 

 

2.1 Performing Face Detection and Finding Face Orientation 

 

First step of the this proposed system is to focus on face 

region in an image. Because one of the most basic conditions 

that must be met in passport photos or official documents is 

that the face should be detected and centered symmetrically. 

Most of the methods suggested in the literature try to find a 

total of 68 points belonging to the face including eyes, chin, 

nose and eyebrows. In this study, Single Shot Detection (SSD) 

method has been applied to detect face regions. The 

orientation of the face was tried to be calculated by using the 

positions of these points according to a line that passes through 

the points of nose vertically. Figure 1 shows a representation 

of the line dividing the face exactly in half from the vertical. 

The distance of this line to points 0 and 16 separately is 

calculated. The ratio of these distances to each other should be 

approximately 1. The acceptable range of face orientation is 

set to 0.9 and 1.1, but this range can be narrowed if this value 

is desired to be more precise. Equation 1 expresses the distance 

from point 0 to point 27 shown in Figure 1 at the nose level. 

 

Equation 2 expresses the distance from point 16 to point 27 

shown in Figure 1 at the nose level. 

 

𝑑𝑖𝑠𝑡_0_27 = √(𝑥0 − 𝑥27)2 + (𝑦0 − 𝑦27)2 (1) 

 

Here 𝑥0 and 𝑦0represent the x and y coordinates of the point 

0. 𝑥27 and 𝑦27 represent the x and y coordinate information of 

point 27. dist_0_27 shows the distance between these two 

points. 

 

Equation 2 expresses the distance between point 16 in 

Figure 1 and point 27 at nose level. 

  

𝑑𝑖𝑠𝑡_16_27 = √(𝑥16 − 𝑥27)2 + (𝑦16 − 𝑦27)2 (2) 

 

 
 

Figure 1. Sample image with 68 points used in face detection 

 

Here, 𝑥16 and 𝑦16 represent the x and y coordinates of the 

point 16 on the front. 𝑥27  and 𝑦27  represent the 𝑥  and 𝑦 

coordinates of the point 27 on the front. dist_16_27 shows the 

distance between these two points. 

 

𝑑𝑖𝑠𝑡 =
𝑑𝑖𝑠𝑡_0_27

𝑑𝑖𝑠𝑡_16_27
, 0.9 ≤ 𝑑𝑖𝑠𝑡 ≤ 1.1 (3) 

 

The ideal value of the dist value obtained in Equation 3 

should be 1. In this study, the value range was chosen between 

0.9 and 1.1. Thus, the system is able to take pictures in small 

value ranges without being bound by a very strict rule. Figure 

2 shows the whole flowchart of the proposed system from 

turning on the camera to getting output from the system. 

 

 
 

Figure 2. Process steps followed in the Photo Capturing 

System(PCS) developed within the scope of the study 

 

2.1.1 Single Shot Detection (SSD) Deep Learning Algorithm 

 

SSD is a feed-forward convolutional network-based deep 

learning method used to detect objects in images. The SSD 

approach makes a score estimation of the proportions of the 

boxes surrounding the objects that are intended to be detected. 
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This approach does not make an estimation about the whole 

image like the methods in the early studies of deep learning, 

but it is used to determine in which part of the image the object 

to be classified is located. SSD architecture consists of 3 parts 

(parts):  

 

Base Convolutions: Networks such as VGG, ResNet, which 

are suggested for image classification, are the name given to 

the part as the base.  

 

Auxiliary convolutions: It is the part that is placed as the 

backbone to obtain higher level features. 

 

Prediction Convolutions: The attributes of the object to be 

detected are classified in this section. It is the part that makes 

predictions about the location and score of the object in the 

image. 

 

The deep learning model applied for face detection within 

the scope of this study is the SSD model, which is trained with 

300x300 image sizes and 140000 iterations. This SSD model 

in OpenCV's DNN library uses ResNET-10 architecture as 

backbone. 

 

2.2 Detection of the Status of Eyes 

 

One of the conditions that must be met in passport photos 

(or passport photos) is to have eyes open. No matter how 

accurately the eye lines are determined with facial landmark 

detection, there is no control such as whether the eyes are open 

or not. In order to carry out this process, the Histogram of 

Oriented Gradients (HOG) algorithm, which is one of the 

traditional image processing methods, was used. A total of 200 

eye picture systems, 100 closed and 100 open, were trained 

with HOG. 

 

2.2.1 Histogram of Oriented Gradients (HOG) 

 

Histogram of Oriented Gradients was first proposed by 

Dalal and Triggs for pedestrian detection [10]. HOG is used to 

obtain shape-based features of the regions whose attributes are 

desired to be extracted. It has been applied in many different 

areas of computer vision, particularly pedestrian detection [11]. 

In the HOG algorithm, the orientation of all the pixels in the 

image is calculated and the focus is on determining the 

silhouette of the object (or region) that is desired to be 

distinguished. The basic processing steps applied in the HOG 

algorithm are as follows: 

First, edge information is obtained by applying a sobel filter 

on the horizontal and vertical axis of the image. For this, the 

following formula referred in Equation 4 is used: 

 

𝐼𝑥 = 𝐼 ∗  𝑆𝑥 ,              𝐼𝑦 = 𝐼 ∗ 𝑆𝑦  (4) 

 

Here, 𝐼  denotes the input image, 𝑆𝑥  the vertically applied 

sobel filter and Sy the horizontally applied sobel filter. 𝐼𝑥  and 

𝐼𝑦 show the output images obtained after applying sobel 

vertically and horizontally, respectively. The 𝐼𝑥  and 𝐼𝑦images 

are then used in the formula below to calculate the magnitude 

values. 

 

|𝐺| = √𝐼𝑥
2 + 𝐼𝑦

2 (5) 

 

Here |𝐺| value is expressed as a gradient and is calculated 

using the square root value of the sum of the squares of the 

𝐼𝑥  and 𝐼𝑦values specified in the previous formula. Finally, the 

magnitude value is |G| are obtained by calculating the arctan 

of the values. As a result of these operations, the orientation of 

the object or region is calculated and the process of 

distinguishing it from other objects or regions is performed. 

 

2.3 Facial Expression Recognition with Vision Transformer 

 

Neutral facial expression is one of the conditions that must 

be handled in portrait or passport photos. The vision 

transformer algorithm, which is inspired by the transformer 

algorithm, which has been very popular in the field of natural 

language processing in recent years, has been applied in 

automatic facial expression detection.  

 

2.3.1 Vision transformer (ViT) 

 

Transformer is a deep learning model that adopts self-

attention mechanism. It can be expressed as the calculation of 

the relationship of each word of the data given as input in the 

attention mechanism with all the other words. It is primarily 

used in the fields of natural language processing (NLP) tasks 

such as machine translation and text summarization which has 

sequential input data. However, Transformers do not 

necessarily process data sequentially like Long Short Term 

Memory(LSTM) and Recurrent Neural Network(RNN). 

Instead, the attention mechanism provides context for any 

position in the input data. Inspired by the Transformer scaling 

achievements in NLP, we attempted to apply a standard 

Transformer directly to images with the least possible 

modification. To do this, we split an image into patches and 

provide the linear embedding order of those patches as an 

input to a Transformer. Image patches are treated in the same 

way as tokens (words) in an NLP application. We train the 

model on image classification in a supervised manner. Figure 

3 shows the processing steps of the vision transformer method 

used in the proposed system for facial expression recognition. 
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Figure 3. Vision Transformer 

 

The classification header is implemented by an MLP with a 

hidden layer and a single linear layer of fine tuning at pre-

training time. The MLP consists of two fully connected layers 

with an occasional GeLU nonlinear activation. The most 

effective part to highlight in the Transformer model is the 

attention mechanism. The attention mechanism looks at the 

input sequence and selects parts of the sequence that remain 

important at each step, preserving knowledge of which parts 

of the sequence are important. The attention mechanism 

instantly takes into account several other input data and 

assigns different weights to these inputs, providing 

prioritization. All encoder layers use an attention mechanism 

for each input that measures the fitness of all other inputs and 

retrieves the appropriate information to produce the output. 

Then, as a result of the attention mechanism, it takes the 

weights sent as output and the encoded string as input. These 

networks consist of repeated multi-headed attention blocks 

and feedforward layers. Multi-headed attention runs the 

processes in the attention mechanism in parallel and combines 

the results. Thus, it is ensured that different relationships are 

learned. 

 

2.4 Graphical User Interface (GUI) 

 

After the image processing steps were completed, a design 

that could be output to the printer was realized with the help 

of the user interface developed for the users. Face detection, 

face orientation, eye and mouth opening, facial expression 

recognition operations are performed in "CaptureFace" option 

which located in the top menu in GUI. When all the 

determined rules are fulfilled, 10 pictures are saved to a folder 

named for a specific user/customer. One of the captured image 

is given as input to the system using the GUI. Then, possible 

noises are cleaned by applying 3x3 median filter. Finally, after 

the user is asked whether he wants a digital copy, the interface 

page where the information is entered comes. On this page, the 

images is sent to the printer after the user fills all the contact 

information. Photos are printed from the printer by clicking the 

Confirm button. Figure 4 shows the graphical user interface 

(GUI) developed to proceed further processes and to print out 

the final images after billing. 

 

 

Figure 4. Graphical user interface (GUI) developed to 

proceed further processes and to print out the final image. 

 

3. EXPERIMENTAL RESULTS 

 

In this part of the study, face detection, recognition of facial 

expression, openness of the eyes and openness of the mouth 

were analyzed. While the publicly available facial expression 

recognition data set available in the literature was used within 

the scope of the study, the system performance was tried to be 

increased with a data set created within the scope of the study 

for eye opening/closed status. 

 

CK+ data set for facial expression recognition: The 

CK+(Cohn and Kanade) is an publicly available data set for 

facial expression recognition [12]. There are 7 classes in total 

in the data set: neutral, happy, disgusted, surprised, sad, angry 

and afraid. The data set includes 593 sequences from 123 

individuals. These sequences begin with a neutral facial 

expression and end with the expression belonging to each class. 

Figure 5 shows sample facial expressions from the data set. 

 

 
Figure 5. Sample images obtained from the CK+ dataset 

used for facial expression recognition within the scope of the 

study. The system is required to take pictures with neutral 

facial expressions. 

 

Eye Status (ES) Data set: The points around the eyes 

obtained in the detection of facial regions are not sufficient to 

understand whether the eye is open or closed alone. In order to 

solve this problem, another data set was created within the 

scope of the study to evaluate the open/closed status of the 

eyes in the frames obtained from the camera (See Figure 6). A 

data set consisting of a total of 280 images, including 140 

open-eye image sections and 140 closed-eye image sections, 

was created. 
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Figure 6. (a), (b) represent the close eyes and (c), (d) 

represents the opened eye image crops obtained from the data 

sets. 

Evaluation: In order for the proposed system to be used 

successfully in real time, face detection must be performed 

with high success in the first stage. For this, the SSD network, 

which is frequently used in object detection in the literature, is 

used. At this stage of the study, the facial regions in all of the 

randomly shot sample videos were detected with SSD. Since 

the ambient lighting must be very good in passport photos, it 

is seen that the facial regions are easily detected. In all the 

trials conducted within the scope of the study, it was observed 

that face detection was detected in all images. However, face 

detection may not be performed when the face area is rotated 

up to a certain angle. This situation is not directly related to 

the ambient effect. 

 

After the face detection was performed, it was tried to 

decide whether the image to be obtained was appropriate by 

taking into account the orientation of the head. An image taken 

with a certain angle or tilt is not valid. Therefore, in the 

proposed system, it is necessary to guide the user in images 

that do not comply with Equations 1,2 and 3. Provided that the 

face area is at the level of the camera, the user needs to adjust 

the angle and tilt of the person. Otherwise, the system will not 

automatically take a picture. If the user abides by the 

determined rules, the orientation phase will be successfully 

passed for the system to take a picture along with other 

conditions. 

 

After the orientation phase is passed without any problems, 

the stage of determining the appropriate image according to 

the opening/closing status of the eyes and mouth is started. 140 

images belonging to each class in the dataset were separated 

as training and test sets with 5-fold cross-validation method. 

A total of 28 test images belonging to each class were 

classified with HOG method and SVM (rbf kernel) with a 

success of 93%. While the open eye success rate was 96%, the 

detection success of the closed eye was 85%. When the picture 

was taken, the condition of having an eye opening ratio above 

95% was accepted as successful. Since the success rate was 

high enough at this stage, it was not necessary to try alternative 

methods in order to determine the openness / closure of the eye. 

It has been seen that the HOG algorithm performs well in 

detecting the eye opening/closure state. A model was not 

trained for the aperture and closure of the mouth, but the points 

obtained by facial landmark detection were used. Since these 

points for the eyes did not show a significant difference, the 

data set was created, but the landmark points were sufficient 

within the scope of the study, since the points changed more 

significantly according to the shape of the mouth.  

 

Finally, the facial expression recognition phase was carried 

out. Since the image accepted by the official authorities must 

be neutral, if the facial expression is not neutral, the picture is 

not taken. The method used for facial expression detection is 

the ViT method. The achievements after applying the ViT 

model to the CK+ dataset are shown in TableXX. As seen in 

the table, the expression recognition success of the ViT 

network is 95.52%. In the literature, the successes obtained in 

the CK+ dataset using traditional image processing techniques 

are relatively low. It is seen that deep learning networks, which 

have been performing successfully in many fields recently, 

have carried this success over 90%. It has been observed that 

the ViT model applied within the scope of the study gives as 

successful results as other deep learning methods. When all  

 

Table 1. The classification success obtained with the ViT 

model applied to the CK dataset and its comparison with the 

results obtained in the literature 
Method Accuracy(%) 

3D SIFT [13] 81.35 
LBP-TOP [14] 88.99 

ITBN [15] 86.3 

CERT [16] 87.21 
MCF [17] 89.4 

MSR [18] 91.4 

TMS [19] 91.89 
STM [20] 91.13 

AUDN [21] 93.70 

BDBN [22] 96.7 

CNN [23] 92.73 

Proposed ViT 95.52 

 

these conditions are fulfilled, the system automatically takes 

10 images and these images are sent to the printer with the help 

of the user interface prepared within the scope of the study.  

4. DISCUSSION 

 

For the necessary processes in public or private institutions 

and organizations, taking a passport photo has an important 

place in real life. People often go to places specialized for this 

process and passport photos are taken with high resolution 

cameras. Today, many technological devices have cameras 

capable of taking high-resolution pictures. By processing the 

images obtained with these devices, it is possible to obtain 

passport images with the same quality and similar standards. 

In this study, an autonomous system that takes passport photos 

with people's own devices or systems that can be installed in 

public environments is designed. The system focuses on major 

aspects such as face detection, detection of facial regions, eye 

and mouth condition, and facial expression. Since deep 

learning methods perform quite successfully in face detection 

processes, they can be used in such systems. The process of 

finding the orientation of the face is similarly possible.It may 

not be possible to determine whether the eye is open or not by 

using the points located around the eye. By using the 

coordinates of the points around the eyes, the image sections 

with the eyes were cropped and the status of the eyes was 

determined more easily with the help of the model trained with 

shape based HOG algorithm. A similar situation could be 

considered for the mouth, but since it is not as solid as the eye, 
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the opening and closure of the mouth could be determined. 

Facial expression is very important in the process of taking 

passport photos. The CK+ dataset, which is one of the 

frequently used facial expression recognition datasets in the 

literature, was used for model training in this study. Since the 

expression recognition performance with traditional image 

processing methods is somewhat limited compared to deep 

learning methods, deep learning methods can be preferred. In 

this study, as an alternative to deep learning methods, the ViT 

model, which is inspired by the transformer method, which has 

been very successful in natural language processing, has been 

used. The use of the convolution layer in training the data in 

deep learning methods considerably extends the training time. 

The absence of a training phase in ViT models enables data to 

be modeled in a relatively faster training period. The biggest 

handicap of ViT models is that they need larger resources to 

achieve greater success. Since the GPU used in this study has 

8 GB of ram, the success is limited to 95.22%. It is thought 

that the success can be increased by increasing the RAM 

resource. Because after the image is divided into sections, the 

calculation of the relationship of each section with each other 

and with all other sections directly contributes to the success 

of classification.   

 

5. CONCLUSION 

 

In this study, a system that takes passport photos is proposed 

for use in official documents or in public and private 

institutions. The system is designed to combine traditional 

image processing methods and deep learning methods and 

have the capacity to perform real-time processing. In the study, 

the transformer method, which has recently shown a very high 

performance in natural language processing, has been applied 

for facial expression recognition. When the results obtained 

were evaluated, the success rates of facial detection, eye 

opening rate and facial expression recognition were obtained 

as 100%, 96% and 95.22%, respectively. The system works in 

real time and can take dozens of pictures depending on certain 

rules. Users can then select one of the saved images and take 

a printout with the help of a developed user interface. The 

system has a very important place in that it combines 

traditional image processing methods, deep learning methods 

and ViT models and works in real time. In future studies, it 

can be developed as a system where people can perform 

similar operations using their own mobile devices and the 

resulting image can be sent to users via mail. For this, 

designing it with a logic that will work on users' mobile 

devices will improve this system a little more. 
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