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Abstract—Thanks to the accuracy, high reliability and 

excellent performance, field-oriented control (FOC) based 

induction motor (IM) drives are used in power applications. 

Generally, three PI controllers are used for speed control, and 

decoupling control of torque and flux provided by control of d-q 

components of stator current in FOC based IM. The common 

practice for tuning PI controller gains involves trial and error or 

the Ziegler-Nichols method. Unfortunately, these methods tend to 

lack effectiveness in achieving a robust dynamic response. In this 

paper, to overcome the drawbacks of classical PI tuning methods, 

some metaheuristic methods such as Grey Wolf Optimization 

(GWO), Artificial Bee Colony (ABC) and Particle Swarm 

Optimization (PSO) algorithms are used to determine the optimal 

values of the PI controller parameters to improve the dynamic 

performance of FOC based IM. A multi-objective function based 

on sum of absolute errors (SAE) is selected for this purpose. A 

detail comparison of methods is given in terms of convergence 

factor and control performance considering the transient 

response parameters. Control performance is evaluated under 3 

operating conditions (constant reference speed at no load 

condition, variable reference speed at nominal load operation, 

and sudden load change condition). The simulation results 

indicate that, despite its slower convergence speed compared to 

other algorithms, the GWO algorithm achieves the best dynamic 

performance. 

 
Index Terms—ABC, Field Oriented Control, GWO, Induction 

Motor, Metaheuristic, PSO.  

 

I. INTRODUCTION 

Induction motors (IMs) are widely utilized across various 

applications, including household appliances, industrial 
facilities, automation systems, and even electric vehicles, 
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owing to their straightforward design, cost-effectiveness, 
minimal maintenance requirements, high power density, and 

resilience in challenging environments [1]. Fig. 1 illustrates 

the cross-sectional structure of a squirrel cage IM. Stator 

windings are supplied with three-phase AC voltages, 

generating three-phase currents that produce a rotating 

magnetic field. This field induces a magnetic field in the rotor 

due to the short-circuited rotor bars. Consequently, a slip 

occurs between the speed of the rotating magnetic field, 

known as synchronous speed, and the rotor speed. The 

synchronous speed, as defined in Eq. (1), depends on the stator 

frequency and the number of poles. Therefore, the speed of an 
IM can be controlled by adjusting the stator frequency. 

 

120
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N

P
                (1) 

 

Where Ns is the synchronous speed, f is the stator frequency 

and P is the pole number. 

 
Fig. 1. Cross sectional structure of squirrel cage IM 

 
Fast and precise torque response with effective flux regulation 

is a critical requirement for high-performance applications like 

robotics, rolling mills, and electric vehicles. Several methods 

such as field-oriented control (FOC), direct torque control 

(DTC) and space vector modulated direct torque control 

(DTC-SVM) have been proposed to obtain these requirements 

[2, 22-24]. This paper focuses on the FOC of IM drives.  
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In FOC based drives, the decoupling control of torque and flux 

provides a high dynamic response. It is realized by control of 

d-q components of stator current individually. Generally, FOC 

method consists of three PI controllers used for speed control 

and d-q components control of stator current. The tuning of PI 
controller parameters presents a challenging problem, 

commonly addressed through trial and error or the Ziegler-

Nichols method based on step response characteristics. 

Regrettably, these methods frequently lead to a diminished 

dynamic response, particularly in scenarios involving variable 

speed references and sudden load changes. In the literature, 

some controllers such as neuro-fuzzy controller [25], neural 

network controller [26], fuzzy logic controller [27], fuzzy 

logic-based PI controller [28], sliding mode controller [29] 

and backstepping controller [30] have been used for FOC of 

IM instead of conventional PI controllers. In contemporary 
research, there is a growing trend of employing metaheuristic 

optimization algorithms as alternative tools for optimizing PI 

controller parameters. This shift is driven by the need to 

overcome the drawbacks of traditional PI controllers. 

In [3], Particle Swarm Optimization (PSO) was used to 

determine the optimal parameters of PI and PID controllers for 

the speed control. The findings indicate that PSO proved to be 

more effective in enhancing speed response and delivering 

greater stability compared to the Ziegler-Nichols method. In 

[4], Ant Colony Optimization (ACO) algorithm was used to 

tune online identification of the controller parameters in the 
vector control of IM during operation such as changes in 

mechanical and electrical parameters of IM. It improved the 

steady state characteristics and dynamic performance. In [5], a 

vector-control based IM drive was designed to improve 

efficiency and to decrease torque fluctuations. The PSO 

algorithm was employed to optimize the parameters of the PI 

controller. The outcomes demonstrated a notable reduction in 

torque fluctuations when these fluctuations were taken into 

account as part of the objective function. In [18], a self-tuned 

PID speed controller was designed by Artificial Bee Colony 

(ABC) algorithm to improve the robustness. In [19], indirect 

vector control of IM was realized by a Genetic Algorithm 
(GA) based PI controller. The speed response with the 

proposed controller was better than that with PI and PI-Fuzzy 

Hybrid controller in terms of settling time, rising time and 

overshoot. 

In [6], the quantum-behaved lightning search algorithm 

(QLSA) was utilized to develop an optimal fuzzy speed 

controller and optimal PI current controllers. The results 

demonstrated that QLSA outperformed the lightning search 

algorithm (LSA), backtracking search algorithm (BSA), 

gravitational search algorithm (GSA), and PSO in terms of 

damping capability and enhancing transient responses during 
sudden changes in speed and load torque. In [7], a 

combination of Kharitonov's theorem and PSO was applied to 

design the PI controllers against parameters uncertainty.  

In [8], a comparison study using PSO, JAYA algorithm and 

Teacher Learner based Optimization (TLBO) algorithm was 

presented for optimizing the parameters of Fractional-order PI 

(FOPI) and PI controllers. The results showed that JAYA 

algorithm provided a better response in steady state than the 

other algorithms.  

 

Nomenclature 

ai , 
bi , 

ci   three-phase stator currents, A 

di , qi         two-phase stator currents, A 

i , i        stator current components along α and β axes, A 

dV , qV      two-phase stator voltages, V 

V , V     stator voltage components along α and β axes, V 

d , q  two-phase stator fluxes, Wb 

sR ,
rR       stator and rotor resistances, Ω 

sL , rL       stator and rotor inductances, H 

mL             mutual inductance, H 

pn              number of pole pair 

J               inertia torque, kg m2 

df              friction coefficient, Nm s/rad 

eT               electromagnetic torque, Nm 

tK              torque constant 

s , r      stator and rotor angular speeds, rad/s 

sl             slip angular speed, rad/s 

r               rotor time constant 

 

In [9], population extremal optimization (PEO) algorithm was 

used to tune PID controller of speed control loop which had a 
two-degree-of-freedom (2-DOF) structure to provide smoother 

torque response.  

In [20], PSO and GA algorithms based Parallel Proportional 

Integral (PPI) controllers were used to control the speed of 

FOC based IM. PSO based PPI controller exhibited a better 

dynamic response at high speeds. However, at low speeds, GA 

based PPI controller exhibited better results. In [21], the PI 

controllers were optimized by Grey Wolf Optimization 

(GWO) and TLBO. For the evaluation, several objective 

functions such as the integral time-multiplied absolute error 

(ITAE), Zwe-Lee Gaing’s parameter (ZLG) and Mean 

Squared Error (MSE) were used. The best performance was 
obtained by GWO algorithm using ZLG objective function. 

Developed optimization algorithms for FOC based IM are 

listed in Table 1. 

In this study, some metaheuristic methods such as GWO, ABC 

and PSO algorithms were used to obtain the optimal PI 

controller parameters not only for speed control loop but also 

for d-q component control loops of stator current to improve 

the dynamic performance of FOC based IM and the results 

were compared.  
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TABLE I 

METAHEURISTIC ALGORITHMS FOR FOC BASED IM IN LITERATURE  

Algorithm Optimization Performance 

PSO [3] Optimization of PI/PID speed 

controller 

improved speed response and 

more stable results than Ziegler-
Nichols method 

ACO [4] Optimization of PID speed 

controller 

Improved dynamic performance 

and steady state characteristics 

PSO [5] Optimization of PI speed 

controller and flux controllers 

Reduced torque fluctuations  

QLSA [6] Optimization of fuzzy speed 

controller and PI current 

controllers 

Better performance in terms of 

damping capability, robustness, 

and improvement in transient 

responses than LSA, BSA, GSA 

and PSO 

Combination of PSO and 

Kharitonov's theorem [7] 

Optimization of PI speed 

controller and PI current 

controllers 

A high level of stability against 

parameter uncertainty 

Comparison of PSO, TLBO and 

JAYA [8] 

Optimization of PI/FOPI speed 

controller and PI/FOPI current 

controllers 

Better response in steady state by 

JAYA than other algorithms 

PEO [9] Optimization of 2-DOF PID speed 
controller 

Superior performances of the 2-
DOF control over the 1-DOF one 

in terms of torque smoothing and 

speed tracking 

ABC [18] Optimization of PID speed 

controller 

Excellent dynamic response and 

robustness with self-tuned 

parameters 

GA [19] Optimization of PID speed 

controller 

Better performance than PI and PI-

Fuzzy Hybrid Controllers in terms 

of settling time, rising time and 

peak overshoot 

Comparison of PSO and GA [20] Optimization of PPI speed 

controller 

At high speeds, better dynamic 

response with PPI-PSO. At low 

speeds, better dynamic response 

with PPI-GA. 

Comparison of GWO and TLBO 
[21] 

Optimization of PI speed 
controller and PI current 

controllers 

Best performance by GWO using 
ZLG objective function  

II. FIELD ORIENTED CONTROL METHOD 

In the field-oriented control (FOC) of induction motor, a 

decoupling control of flux and torque provided by d-q 

components control of stator current is applied to obtain high 

dynamic performance. The operations are realized through the 

d-q rotating frame with the rotor flux vector. The field flux 

linkage component is aligned with the d-axis, and the torque 
component is aligned with the q-axis [10]. The 

electromagnetic torque can be expressed by Eq. (2). 

 

 
3

2

m
e p d q q d
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L
                (2) 

 

Where np is the number of pole pair, Lm is the mutual 

inductance, Lr is the rotor inductance, Ψd and Ψq are the d-q 

components of rotor flux, id and iq are the d-q components of 
stator current. In the FOC method, d-axis of the reference 

frame is locked onto the rotor flux vector, so Ψq=0. Therefore, 

the torque equation given in Eq. (3) becomes like that of DC 

motors. 
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Fig. 2 shows the general block diagram of FOC based IM. To 

control the speed, PI speed controller determines torque 

reference value ( ) by using the speed error as the input. If 

the torque constant value ( ) is defined as shown in Eq. (4) 

by utilizing from Eq. (3), the reference value of q-component 

of stator current ( ) is obtained as shown in Eq. (5). Here,  

is the reference value of rotor flux which is determined by the 

user.  
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* * /q e ti T K                       (5) 

 

Also, the reference value of d-component of stator current is 

determined as shown in Eq. (6). 

 
* * /d d mi L                       (6) 

 

To control the reference values of d-q components of stator 

current, two PI current controllers determine the reference 

values of d-q components of stator voltage (  and ). After 

the  and  are converted to the reference values of α-β 

components of stator voltage (  and ) by inverse park 

transformation, space vector pulse width modulation 

(SVPWM) is applied to the voltage source inverter (VSI) [11]. 

 

 
Fig. 2. Block Diagram of FOC based IM 

III. METAHEURISTIC OPTIMIZATION METHODS 

A. Grey Wolf Optimization Algorithm 

In recent years, Grey Wolf Optimization (GWO) algorithm 

has been widely used in the optimization problems. This 

algorithm simulates the hunting behavior observed in grey 

wolves in their natural environment. The hierarchical structure 

consists of four distinct types of grey wolves: alpha, beta, 

delta, and omega, as illustrated in Fig. 3. The alpha wolves 
hold key responsibilities, including decisions related to 

hunting strategies, selection of sleeping locations, wake-up 

times, and other critical matters. Despite not being the 

physically strongest members, alphas excel in managerial 

abilities. The beta wolves play a supportive role by assisting 

the alphas in decision-making processes and contributing to 

various group activities. The lowest level in the hierarchy of 

the grey wolves is omega. In case of losing the omega, the 

group can have problems such as internal fighting. The rest of 

the grey wolves are called deltas. They have to submit to 

alphas and betas, but they dominate the omegas [12]. 

The main phases of hunting are shown in Fig. 3. The first one 

is approaching the prey. The second one is pursuing, 
harassing, and encircling the prey until the prey stops moving. 

The last one is attacking towards the prey. The encircling prey 

behaviour of grey wolves is mathematically modelled by the 

following equations. 

 

( ) ( )pD C X t X t                    (7) 

 

( 1) ( )pX t X t A D                    (8) 

 

Where t is the current iteration,  is the position vector of the 

prey,  is the position vector of any grey wolf.  and  

coefficient vectors are given by the following equations. 

 

12A a r a                        (9) 

 

22C r                          (10) 
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Fig. 3. Hierarchy and Hunting Behaviour of Grey Wolves: (A) Approaching the Prey (B-D) Pursuing, Harassing, and Encircling (E) Attacking [14] 

 

 
 

Where  is reduced linearly from 2 to 0 during the iterations to 

model approaching the prey,  and  have random values in 

[0,1] range. To model the hunting behaviour of the grey 

wolves, the best three solutions are designated as alpha (α), 

beta (β), and delta (δ), respectively in every iteration, and they 

are used to update the positions of the other wolves including 

the omega (ω) by the following equations. 

 

1D C X X                    (11) 

 

2D C X X                    (12) 

 

3D C X X                    (13) 

 

1 1X X A D                     (14) 

 

2 2X X A D                     (15) 

 

3 3X X A D                     (16) 

 

 1 2 3( 1) / 3X t X X X                (17) 

 

Attacking the prey behaviour of the grey wolves depends on 

the  value. If , it means that the wolves must attack 

the prey. Otherwise, if , it means that the wolves must 

search a fitter prey. The flowchart depicting the GWO 

algorithm is illustrated in Fig. 4 [13]. 

 
 Fig. 4. The Flowchart of GWO Algorithm 

 

B. Artificial Bee Colony Algorithm 

Artificial Bee Colony (ABC) algorithm is an effective method 

for optimization problems. It models the foraging behavior of 
honeybees mathematically. There are three kinds of bees in 

the colony which are scout bees, employed bees, and onlooker 

bees. Scout bees search for undiscovered food sources by 

scanning the environment randomly. Employed bees exploit 

discovered food sources and share their position with onlooker 

bees. Onlooker bees go to the food sources for evaluating the 

quality of food [14]. 

In the ABC algorithm, the position of each food source 

corresponds to a potential solution of any optimization 

problem. The initial population is determined randomly in the 

search space. A selection process of food source is performed 
by onlooker bees by using the probability value given by Eq. 

(18) which depends on the fitness value of potential solutions. 
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


                   (18) 

 

Where  is the fitness value of solution i, SN is the number 

of food sources. The fitness value corresponds to the quality of 

food source. To produce new solutions  in the neighborhood 

of , the ABC uses the Eq. (19). 

 

 ij ij ij ij kjv x x x                  (19) 

 

Where k∈ {1, 2,…, SN} and j∈ {1, 2,…, D} are the indexes. D 

indicates the dimensional size of the problem. Although k is 

selected randomly, it cannot be equal to i.  is a randomly 

determined number in the range of [-1,1]. In this algorithm, if 

a position cannot be improved during a predetermined number 

of cycles, the employed bee abandons that food source and the 

scout bee discovers a new food source to replace with the 

abandoned one. The discovered new food sources are 

determined in the search space randomly. The flowchart 

depicting the ABC algorithm is shown in Fig. 5 [15]. 

 
Fig. 5. The Flowchart of ABC Algorithm 

C. Particle Swarm Optimization Algorithm 

The Particle Swarm Optimization (PSO) algorithm stands as 

one of the most widely employed methods for optimization 

problems. Renowned for its ease of implementation, 

explorative capabilities, global convergence prowess, and 

robustness, PSO offers several advantages in tackling diverse 

optimization challenges. It models the behavior of birds to 

search the food [16]. 

In this algorithm the birds called particles have a position and 

a velocity. In every iteration, the fitness values of the particles 

are calculated due to the objective function. The best position 

of each particle is called the local best position of associated 

particle. The best position between the positions of all 

particles is called the global best position. The new velocity 

and position of each particle are calculated using the following 

equations, incorporating both the local and global best 
positions: 

 

1 1

2 2

( 1) ( ) ( ( ) ( ))

( ( ) ( ))

i i i i

i

v t v t c r p t x t

c r g t x t

   

 
              (20) 

 

( 1) ( ) ( 1)i i ix t x t v t                  (21) 

 

Where t represents the current iteration, i denotes the current 

particle, x is the position of the particle, v is the velocity of the 

particle, r1 and r2 are random values in the range of [0, 1], c1 

and c2 are the constants influencing the particle's attraction to 

local and global best positions, p is the local best position of 

associated particle, g denotes the global best position and ω is 

the inertial weight. The PSO algorithm's flowchart is 
illustrated in Fig. 6 [17].  

 

 
 

Fig. 6. The Flowchart of PSO Algorithm 

IV. SIMULATION RESULTS 

This paper employs metaheuristic algorithms such as PSO, 

GWO, and ABC to optimize the proportional and integral 

gains of PI controllers with the aim of enhancing the 

performance of FOC based IM. The model of the proposed 

method is illustrated in Fig. 7. Simulation results obtained 
using MATLAB are presented for three distinct operating 

conditions: no-load condition, speed change condition, and 

sudden load change condition. The parameters of the utilized 

induction motor are detailed in Table 2. 

As the performance of FOC based IM is determined due to the 

three control loops (speed control loop and d-q component 

control loops of stator current), a multi-objective function is 

selected as given by Eq. (22) which consists of three terms 
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based on Sum of Absolute Errors (SAE) index, being related 

to minimizing errors ( e , 
isde  and isqe ) belong to mentioned 

control loops. SAE function for any variable is given by Eq. 

(23). 

 

cos 1 2 3sd sqt i if SAE SAE SAE             (22) 

 

1

( ) ( )
N

x r m

i

SAE x i x i


                (23) 

 

TABLE II 

INDUCTION MOTOR PARAMETERS 

Parameter Value 

Power  5.5 kW 

Number of pole (P) 4 

Stator resistance  1.28333 Ω 

Rotor resistance  0.9233 Ω 

Stator inductance  0.141833 H 

Rotor inductance  0.143033 H 

Mutual inductance (  0.137333 H 

Inertia torque (J) 0.1 kg  

Friction coefficient ( ) 0.0028 Nm s/rad 

 
Fig. 7. Model of the Proposed Method 

 

Where ω1, ω2 and ω3 are weighting factors used to equalize 

the three terms in the same magnitude order,  and  show 

the reference and measured values respectively for  variable, 

and N is the element number of  variable. 

The obtained PI controller gains by used metaheuristic 

algorithms are given in Table 3. 

 
TABLE III 

OPTIMIZED CONTROLLER GAINS  

Controller 
Kp Ki 

PSO ABC GWO PSO ABC GWO 

Speed 

Controller 
5.76 6.36   6.60 500 500 500 

 

controller 
3.99   4.19  4.21 1700 1672.5 

  

1663.9 

 

controller 
6.95  6.90  6.83 1170.13 1144.8 1163.2 

 

In the initial phase, the FOC based IM was operated under no-

load conditions with a reference speed of 75 rad/s. The speed 

responses generated by the metaheuristic algorithms are 

depicted in Fig. 8-a. Table 4 presents the performances of the 

utilized metaheuristic methods. The motor speed reaches the 

desired speed during no-load operation after approximately 

0.183 seconds with the GWO and ABC methods, while the 

corresponding time with the PSO method is about 0.198 

seconds. The settling time with GWO and ABC is 0.015 
seconds shorter than that with PSO. Although the maximum 

overshoot (2.05%) is observed with PSO, the minimum 

overshoot (1.15%) is observed with GWO. However, the rise 

times of the methods are identical. Therefore, the performance 

of the speed controller based on GWO is superior. 

Additionally, it can be asserted that the ABC method 

outperforms the PSO method. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 8. No load condition test with a constant reference speed  

a) speed response b) sdi current response c) sqi current response 

TABLE IV 

COMPARISON OF METHODS AT NO LOAD CONDITION 
 

Algorithm 

 

Rising  

time (s) 

 

Settling  

time (s) 

 

Maximum 

overshoot (%) 

PSO 0.1024 0.1988 2.05 

GWO 0.1024 0.1838 1.15 

ABC 0.1024 0.1833 1.39 

 

Under identical conditions, the performance of the  current 

controller is depicted in Fig. 8-b, while the performance of the 

 current controller is illustrated in Fig. 8-c. It is observed 

that, for both current controllers, the outcomes of the three 

optimization methods do not exhibit significant differences. 

Secondly, the performances of the methods are assessed under 

variable reference speed conditions at nominal load as 

depicted in Fig. 9. The reference speed is increased from 75 

rad/sec to 150 rad/sec at the 1st second. Subsequently, at the 4th 

second, the reference speed is decreased from 150 rad/sec to -

150 rad/sec to evaluate performance under reverse rotation 

conditions. Based on the speed response depicted in Fig. 9-a, it 

can be asserted that the control capability of the methods is 
effective under variable reference speed conditions, and the PI 

speed controller utilizing metaheuristic methods can 

effectively control the IM even when the rotation direction 

changes. This test comprises three transient cases, and in all 

instances, the GWO algorithm outperforms the other two 

methods. The minimum overshoot is 0.51% in the second 

transient case with GWO, while it is 0.64% in the third 

transient case using the same algorithm. On the other hand, the 

 current response is depicted in Fig. 9-b. When the speed of 

the IM is increased from 75 rad/sec to 150 rad/sec, there is an 

increase in  current ripple. According to the  current 

response illustrated in Fig. 9-c, there is no significant 

difference among the three curves, even in transient 

conditions. As the speed of the IM increases,  current ripple 

also increases. 

Finally, a sudden load change test was conducted using the 

methods employed for FOC based IM. The load torque was 

increased from 0 Nm to 25 Nm in the 1st second and decreased 

from 25 Nm to 10 Nm in the 2nd second. Fig. 10-a illustrates 

the speed response of the IM. In the 1st second, the IM 

experiences a decrease in speed due to an increase in load 

torque, reaching the reference speed after a brief transient 

period. By the 2nd second, the IM speed increases due to a 

reduced load, stabilizing at the desired speed. Consequently, 

successful speed control is achieved by all methods. During 
sudden load changes, it is observed that the speed response is 

less influenced by the GWO and ABC algorithms. In the 

second transient case, following a load disturbance, the IM 

speed reaches the reference speed after 0.084 seconds and 

0.088 seconds with ABC and GWO, respectively, while PSO 

achieves this in 0.074 seconds. In the third transient case, 

these times are 0.081 seconds, 0.085 seconds, and 0.074 

seconds for ABC, GWO, and PSO, respectively. Hence, it can 

be asserted that the settling time in transient cases caused by 

load disturbances is minimized with PSO. 
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(a) 

 

 
(b) 

 

 
(c) 

Fig. 9. Variable reference speed test under nominal operating condition 

a) speed response b) sdi current response c) sqi current response 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 10. Sudden load change test 

a) speed response b) sdi current response c) sqi current response 
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The d-q current responses depicted by Figures 10-b and 10-c 

are nearly identical across all metaheuristic methods. 

Analyzing the steady-state values reveals that the  current 

remains relatively stable, while the  current undergoes 

significant changes. This is attributed to the impact of 

increased load torque on electromagnetic torque. In the FOC 

of the IM, the  current governs the electromagnetic torque, 

leading to an increase in  current with higher load torque, as 

illustrated in Fig. 10-c. Consequently, a decrease in load 

torque results in a lower  current.  

Fig. 11 illustrates the convergence speed of the applied 

metaheuristic algorithms. Notably, the ABC algorithm 

achieves optimal convergence by the 34th iteration, while the 
GWO algorithm converges by the 72nd iteration and PSO 

converges by the 41st iteration. Consequently, it can be 

concluded that the ABC algorithm exhibits the best 

convergence speed, with GWO being the least efficient in this 

regard. 

 

 
Fig. 11. Convergence speed of metaheuristic algorithms 

 

Table 5 is given for a detail analysis of methods comparatively 

in terms of speed control performance by the transient 
response parameters and, convergence. 

 
TABLE V 

COMPARISON OF METHODS IN TERMS OF CONTROL 

PERFORMANCE AND CONVERGENCE 
Condition Parameters PSO GWO ABC 

Constant 
reference speed 

for no load 
operation 

Rising time same same Same 

Settling time highest same Same 

Overshoot highest lowest - 

Variable 
reference speed 

for nominal 

load condition 

Settling time same same Same 

Overshoot highest lowest - 

Sudden load 
change test 

 

Instant  
dropping in 
the speed 

highest same Same 

Settling time lowest highest - 

Any condition Convergence 

speed 

- slowest Fastest 

V. CONCLUSION 

In this paper, the results of FOC based IM realized by 

optimization of PI controllers using the metaheuristic 

algorithms (PSO, GWO and ABC) are presented 

comparatively. The assessment is conducted based on the 

responses of the IM under three operational conditions: no-

load, speed change at nominal load, and sudden load change. 

Under no-load and speed change conditions, the GWO 

algorithm yields the best dynamic performance, particularly in 

terms of maximum overshoot. Despite a change in the rotation 

direction during the speed change test, the control capability 

of the utilized controllers remains commendable. However, 
the d-q current responses are nearly identical across all 

methods. During load change conditions, the speed response is 

less impacted by the GWO and ABC algorithms due to load 

disturbances. Nevertheless, the settling time in transient cases 

is minimized with PSO. Consequently, the optimization of PI 

controllers in FOC-based IM is successfully accomplished 

through the application of metaheuristic methods. The 

findings indicate that the dynamic performance with the GWO 

algorithm surpasses that of PSO and ABC in FOC-based IM, 

although the convergence speed of the GWO algorithm to 

optimal results is slower compared to PSO and ABC 

algorithms. 
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