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Abstract 

This research investigates the use of machine learning algorithms for early detection of diabetes. Due to its global prevalence and 

significant impact on health, timely identification of diabetes is crucial for effective treatment. In this study, machine learning 

models including Gradient Boosting Machines, Extreme Gradient Boosting, Light gradient-boosting machine, Categorical 

Boosting, k-Nearest Neighbors, Random Forest, Ridge Classifier, Logistic Regression, Gaussian Naive Bayes, and Decision Tree 

are utilized to assess their capabilities in diabetes diagnosis. The primary aim is to train these models to distinguish between 

individuals with diabetes and those without, using relevant features from the dataset. Since the classes in the dataset are 

imbalanced, the SMOTE technique is applied to improve model performance. Categorical Boosting achieved the highest 

accuracy rate of 90.05%, making it the most successful model. By systematically evaluating the performance of these prominent 

machine learning models, valuable insights can be gathered regarding their ability to recognize complex patterns indicative of 

diabetes. As a result, healthcare professionals and researchers can leverage this newfound understanding to develop more 

accurate and effective diagnostic tools, enabling early intervention and subsequently improving the overall quality of life for 

individuals affected by diabetes. 
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1. Introduction 

Diabetes is a chronic disease characterized by high blood glucose (sugar) levels. Glucose is a vital energy source 

for the body's cells, but it requires insulin, a hormone produced by the pancreas, to enter the cells. In people with 

diabetes, their body either does not produce enough insulin or cannot use it effectively, resulting in elevated blood 

glucose levels [1]. There are two main types of diabetes: Type I and Type II diabetes. Type I diabetes usually begins 

in childhood and adolescence. Patients must inject insulin externally. Type II diabetes occurs with advancing age. In 

the initial stages, it can be controlled with diet and exercise, but in advanced cases, medication or insulin injection 

may be required [2]. The cause of diabetes is not fully understood. However, there are several reasons of diabetes, 

including a person's lifestyle and genetics. 

Diabetes necessitates constant medical care to lower the risk of several health concerns, including neuropathy, 

kidney failure, cardiovascular issues, and vision impairment [3]. Early identification and treatment are essential to 

avoiding the disease's secondary complications as well as any long-term effects. 

Research has focused on using various classification techniques for diabetes prediction [5]. These studies aim to 

develop accurate and reliable models for early diagnosis and intervention. Xie et al. attempted to create risk 

prognosis models for Type 2 diabetes by applying the Synthetic Minority Oversampling Technique (SMOTE) to 

eliminate class imbalance in the BRFSS 2014 (Behavioral Risk Factor Surveillance System) dataset. With 82.4% 

accuracy, their results showed that the neural network offered the best overall accuracy rate among all models [5]. 

Wei and colleagues conducted a comprehensive analysis of diabetes detection approaches using the Pima Indian 

dataset, focusing on Deep Neural Networks and support Vector Machines (SVM) [6]. In another study, Yahyaoui et 

al. used the Pima Indian dataset to examine the performance of SVM, Random Forest (RF), and Convolutional 

Neural Network models for diabetes prediction. They found that RF was the most effective model, with an accuracy 

rate of 83.67% [7]. 

Our research seeks to obtain high accuracy rates, thoroughly evaluate different machine learning approaches for 

diabetes diagnosis, and assess the BRFSS 2015 dataset utilized for diabetes diagnosis. The aim is to identify which 

techniques are most suited for obtaining the most accurate and reliable outcomes in the diagnosis and prognosis of 

diabetes by contrasting the performance of different methods. 

The introduction comprehensively introduced the overall objectives and methodology of the research. The 

following section provided information about the dataset used for diabetes diagnosis and discussed data 

preprocessing techniques in detail. Additionally, it explained machine learning models used for classification. 

Section 3 presented the experimental results of the machine learning models used in diabetes classification. The 4th 

and final section presented a summary of the findings, general conclusions, contributions of the study, and 

recommendations for future research. 

2. Material and methods 

2.1. Dataset 

In this study, the data set named "Diabetes Health Indicators Data Set" obtained from Kaggle was used [8]. The 

dataset was derived from the BRFSS-2015 results, one of the most widespread and comprehensive public health 

surveys in the United States. Three CSV data sets were produced for diabetes prediction from BRFSS-2015 survey 

data. The dataset we use consists of 253,680 survey responses. The data set we use includes a total of 22 features 

such as diabetes status, high blood pressure, cholesterol, physical activity, smoking habit, gender, age, education 

level, income level, general health and mental health status. These features and their properties are shown in Figure 

1. Investigating the importance of these features in diabetes prediction directly affects model performance. 
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Fig. 1. Dataset features. 

The pie chart presented in Figure 2 points to the class imbalance problem in the data set we used. The majority of 

the data set consists of the "no diabetes" class with a rate of 84.71%, while 15.29% consists of the "diabetes" class. 

This class imbalance problem directly affects the performance of models to be used in diabetes prediction. 
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Fig. 2. Distributions between classes. 

2.2. Data preprocessing 

The presence of duplicate observations in the data was checked and removed. Duplicate observations refer to 

instances that have identical values across all columns. Removing duplicate observations is performed to prevent 

bias and ensure accurate data representation [9]. 

Fig. 3 displays a graph illustrating the correlation between the Diabetes feature and other attributes. Correlation is 

a statistical measure that quantifies the strength and direction of the relationship between two variables. Values close 

to 0 indicate a weak or nearly nonexistent correlation between the two variables. A value of 0 signifies no 

relationship between the two variables. As values move from 0 towards a positive value, they represent a positive 

relationship (an increase in one variable corresponds to an increase in the other). On the other hand, values moving 

away from 0 towards -1 indicate a negative relationship (an increase in one variable corresponds to a decrease in the 

other) [10]. In line with this, features with correlations close to zero were removed from the dataset to improve 

performance and reduce processing costs. Expressly, nine features named 'AnyHealthcare,' 'Sex,' 'Smoker,' 

'NoDocbcCost,' 'CholCheck,' 'MentHlth,' 'Fruits,' 'Veggies,' and 'HvyAlcoholConsump' were excluded from the 

dataset. 
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Fig. 3. Correlation with diabetes. 

Due to the imbalanced distribution of the dataset, the SMOTE technique was applied. The primary objective of 

SMOTE is to balance the dataset by oversampling the minority class, thereby enhancing the performance of 

machine learning models [11]. 

The following are the SMOTE technique's application stages: 

• The k-nearest neighbors are chosen for every instance of the minority class. We selected k = 5 neighbors for our 

study, and we used the Euclidean distance or another similarity metric to find these neighbors. 

• A neighbor is chosen at random from the list of k-nearest neighbors for each minority sample. The delta, or 

difference, between the selected neighbor and the original sample, is then computed. 

• A new synthetic sample is created by randomly selecting a multiplier between 0 and 1, based on the delta value, to 

determine the size of the difference between the original sample and the chosen neighbor. 

• Finally, the first minority class is expanded to include the new synthetic sample. 

By increasing the amount of minority class samples using this technique, our study intended to remove class 

imbalance in the data set. The dataset was divided into 80% for training and 20% for testing after SMOTE was used. 

The purpose of these preprocessing procedures was to guarantee data quality and get the data ready for modeling 

activities. 

2.3. Machine learning models 

Building a model with several learners as opposed to only one is known as ensemble learning [12]. Ensemble 

learning methods are machine learning approaches that include bagging and boosting. By combining several weak 
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learners, these techniques provide a prediction or classification model that is more reliable. Although they employ 

different strategies, both techniques seek to increase model performance. Bagging is short for "bootstrap 

aggregation." The Bagging technique first creates multiple subsets from the original dataset. A weak learner model 

is built for each of these subsets. The models make predictions or classifications independently of each other [13]. In 

other words, the models work in parallel to each other. The final prediction result is obtained by averaging the 

predictions of each model. The most popular machine learning technique used in Bagging is Random Forest. These 

methods are used to enhance model performance while handling the characteristics and complexity of the dataset, 

demonstrating the power of Ensemble Learning. 

Boosting, on the other hand, works by sequentially training weak learners and weighting each learner based on 

the errors of previous learners [14]. Initially, a subset is created from the original dataset, and a base model is built 

on this subset. Initially, all data points are given equal weights. Errors are calculated, and more weight is assigned to 

incorrect predictions. Another model is then built, and this model attempts to correct the errors from the previous 

model. This involves a sequential process [15]. The final model is a weighted average of all the models. Examples 

of boosting algorithms include GBM (Gradient Boosting Machines), XGBoost (Extreme Gradient Boosting), 

LightGBM (Light Gradient Boosting Machine), and CatBoost (Categorical Boosting). XGBoost is known for its 

faster and more scalable structure, which is especially effective in handling large datasets. LightGBM is recognized 

for its high efficiency and low memory usage, providing advantages in handling large datasets and low-memory 

systems. CatBoost stands out with its ability to handle categorical variables automatically. LightGBM adopts a leaf-

wise growth strategy, requiring fewer steps but more computational power. On the other hand, both XGBoost and 

CatBoost adopt a level-wise growth strategy, requiring more steps but needing less computational power. In Fig. 4, 

the difference between bagging and boosting is visualized [15]. 

 

 

Fig. 4. Bagging vs. Boosting [15]. 

In this study, predictions were made on Diabetes using ten state-of-art and traditional machine learning 
models (GBM, XGBoost, LightGBM, CatBoost, Random Forest, Decision Tree, K Nearest Neighbor, Logistic 
Regression, Gaussian Naïve Bayes, and Ridge Classifier), and the performances of these models were compared. 
Fig. 5 summarizes the study. 
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Fig. 5. Workflow of the study. 

The ML algorithms used in our study are as follows: 

Logistic Regression: Logistic regression is a statistical modeling technique used to predict the probability of a 

dependent variable. It was first introduced by David Cox in 1958 [16]. 

Gaussian Naive Bayes: Naive Bayes is a probability-based classification algorithm based on Bayes' theorem. The 

basic Naive Bayes algorithm became popular in the 1950s and later gained popularity for classification problems 

[17]. 

Decision Trees: Decision trees are a modeling technique based on tree structures for classifying data or solving 

regression problems. The foundation of decision trees dates back to the late 1960s [18]. 

K Nearest Neighbor (KNN): KNN, is a simple and effective algorithm used for classification and regression 

problems by examining the K nearest neighbors of a data point [19]. 

Ridge Classifier: The Ridge classifier is an extension of ridge regression and addresses classification problems 

[20]. 

Random Forests: Random Forests were introduced by Leo Breiman in a paper titled "Random Forests" in 2001. 

Random Forests are an algorithm that addresses complex classification problems by combining multiple decision 

trees [21]. 

Gradient Boosting Machines: Gradient boosting methods were developed in the late 1990s and gained popularity. 

They primarily combine weak learners to create a robust model [22]. 

XGBoost: XGBoost was introduced by Chen and Guestrin in 2014. XGBoost is a fast and effective gradient-

boosting framework [23]. 

LightGBM: LightGBM, introduced by Microsoft in 2016, is a machine-learning library that provides fast and 

distributed gradient boosting for large datasets [24]. 

CatBoost: CatBoost, introduced by Yandex in 2017, is a gradient-boosting library that directly handles 

categorical variables and reduces overfitting [25]. 

Machine learning algorithms such as GBM, XGBoost, LightGBM, CatBoost, Random Forest, Decision Tree, K 

Nearest Neighbor, Logistic Regression, Gaussian Naïve Bayes, and Ridge Classifier represent various learning 

methods with different features and use case scenarios. Ensemble methods like GBM, XGBoost, LightGBM, 

CatBoost, and Random Forest create more robust and generalizable models by combining weak models. However, 

the critical differences among these algorithms emerge in terms of speed, scalability, categorical variable handling 

capabilities, and growth strategies. Decision Tree can classify or regress a dataset by creating a decision tree. K 

Nearest Neighbor performs classification or Regression based on the similarities of data points. Logistic Regression 

is used for binary classification problems, while Gaussian Naïve Bayes is a probability-based classification 

algorithm. Ridge Classifier, on the other hand, is a linear classifier that stands out, especially with regularization. 

During our study, we experimented with and compared the performance of these ten different machine-learning 

models for predicting diabetes. 
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3. Experimental results 

We conducted the experiments in two stages. Initially, we trained and tested the models on the dataset without 

applying the SMOTE technique. Subsequently, to enhance model performance, we applied the SMOTE technique 

and compared the accuracy rates of the models. We have presented both scenarios in Table 1. According to this 

table, we observed an improvement in the models' performance after applying SMOTE. In the comparisons 

conducted without SMOTE, the highest performance was achieved by the LightGBM model. However, when 

SMOTE was applied, the model with the highest performance had an accuracy rate of 0.9005, attributed to the 

CatBoost model. 

  Table 1. Performance comparisons of models. 

Model without SMOTE Accuracy Score Model with SMOTE Accuracy Score 

LightGBM 0.8518 CatBoost 0.9005 

GBM 0.8510 XGBoost 0.8999 

XGBoost 0.8504 RF 0.8963 

CatBoost 0.8502 LightGBM 0.8935 

LR 0.8482 DT 0.8629 

RC 0.8481 GBM 0.8610 

RF 0.8318 KNN 0.8232 

KNN 0.8314 LR 0.7351 

DT 0.7947 RC 0.7342 

GNB 0.7815 GNB 0.6959 

 

In Fig. 6, the models' training times and accuracy rates are displayed graphically. According to this graph, when 

looking at the models trained and tested without applying SMOTE, the highest accuracy rate belongs to the 

LightGBM model, and the training speed of this model is higher than most of the other models. On the other hand, 

CatBoost has the highest accuracy rate for the models trained with SMOTE, but its training time is slower than the 

other models. 
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Fig. 6. Comparison of models' performance and training time. 

The AUC (Area under the ROC Curve) – ROC (receiver operating characteristic curve) graph of the models 

applied to SMOTE is presented in Fig. 7. The AUC-ROC curve visualizes the sensitivity (true positive rate) and 

specificity (true negative rate) of the classification model against different threshold values. 

 

Fig. 7. AUC – ROC curve. 
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4. Conclusions 

This study evaluated and compared the performance of 10 different machine learning models, including state-of-

art models, to identify diabetes. Without applying the SMOTE technique to the dataset, the model that demonstrated 

the highest performance achieved an accuracy of 85.18%, attributed to the LightGBM model. Furthermore, it was 

noted that this model's training time was shorter than most of the other models. Due to the imbalanced nature of the 

dataset and the aim to enhance performance, applying the SMOTE technique to the data resulted in the CatBoost 

algorithm attaining the highest accuracy rate of 90.05%. 

This comparative analysis of machine learning models provides valuable insights for selecting the most suitable 

model for addressing classification problems. Nevertheless, certain limitations and opportunities for future research 

should be acknowledged. Firstly, hyperparameter tuning and model optimization could enhance results. Expanding 

the dataset with more extensive and diverse sampling may improve the model's generalization capabilities. 

Collaborating with healthcare professionals and diabetes experts to interpret and validate features and outcomes 

from a clinical perspective is crucial. This interdisciplinary approach can unlock the potential of machine learning 

models to deliver real value in clinical applications. 

In conclusion, this study successfully demonstrated the efficacy of machine learning models in diabetes 

identification. Future research endeavors should explore advanced methodologies and foster collaborations to 

achieve superior performance and increased applicability in clinical settings. 
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