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Abstract—The text classification task has a wide range of ap-
plication domains for distinct purposes, such as the classification
of articles, social media posts, and sentiments. As a natural
language processing application, machine learning and deep
learning techniques are intensively utilized in solving such chal-
lenges. One common approach is employing the discriminative
word features comprising Bag-of-Words and n-grams to conduct
text classification experiments. The other powerful approach
is exploiting neural network-based (specifically deep learning
models) through either sentence, word, or character levels. In
this study, we proposed a novel approach to classify documents
with contextually enriched word embeddings powered by the
neighbor words accessible through the trigram word series. In
the experiments, a well-known web of science dataset is exploited
to demonstrate the novelty of the models. Consequently, we
built various models constructed with and without the proposed
approach to monitor the models’ performances. The experimental
models showed that the proposed neighborhood-based word
embedding enrichment has decent potential to be used in further
studies.

Index Terms—Text classification, Deep Learning, LSTM,
Word2Vec, N-grams

I. INTRODUCTION

THE complexities of human language and the ambiguous
nature of word meanings within various contexts pose

a significant challenge for machines attempting to learn the
precise meanings of words and accurately extract important
classifications. However, with the aid of context and textual
data, or through human intervention in creating the necessary
contexts, models can be trained to process text more effec-
tively, especially through the use of deep learning or neural
networks in natural language processing. These techniques
have proven to be useful in a range of language classification
applications, including spam detection, question classification,
and news classification.

To enable accurate predictive development in language and
text processing, algorithms have been developed to identify
specific words with unique meaning scopes and to establish
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relationships between words within text sentences. By devel-
oping specialized lists of text and relationships between words,
models can be trained to more accurately predict classification
outcomes and improve their usefulness.

In the field of natural language processing, deep learning
techniques such as recurrent neural networks have demon-
strated high accuracy in predicting text. These models are able
to memorize and recall previous words and information by
storing them in hidden layers and maintaining communication
between them to recognize relationships. To achieve this,
words are converted into vectors and the text is represented by
a bag of words. The text length and units are relatively small
and closely related within the model.

This article proposes a method for classifying documents,
as illustrated in Fig. 1, by following a series of steps.

Fig. 1: Document classification model training method

II. RELATED WORK

This article presents a review of previous studies on the use
of the single word2vec with n-grams and LSTM models, either
independently or in combination, followed by a comparison
of their results. Some of these studies include Trappey, Hsu,
Trappey and Lin, who utilized a Bayes-based approach with
ML and n-grams to classify patent documents with a small
dataset of 114 documents achieving a precision rate of approx-
imately 90%, but the model was not suitable for large datasets
with 200 words per document. They employed the Back-
propagation Network (BPN) algorithm for this purpose [1].
Aghila also employed a small dataset that used feature selec-
tion in document classification between single-page documents
and 400-page documents. Their approach demonstrated an
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accuracy rate of 87% to 98% on the multi-dataset, and they
recommended using the combined method for Naı̈ve Bayes
and other ML algorithms [2].

Regarding word2vec, Joulin, Grave, Bojanowski, and
Mikolov proposed the use of Word2vec in document process-
ing, utilizing images of documents, tags, titles, and captions
with 60 and 200 hidden layers. They employed the fast-
Text model with bigram and word vectors, resulting in 97%
accuracy with trigram while increasing the model’s speed
by 600x. However, this study trained with small text docu-
ments [3]. Chen and Sokolova detailed embedding algorithms
in text processing and analysis of medical and scientific texts,
including a dataset of 1000 texts categorized as positive and
negative. Their study demonstrated that the Word2vec method
is more reliable than Doc2Vec in terms of processing and
results [4].

In the realm of natural language processing, several studies
have explored the effectiveness of n-grams [5]. Marafino,
Davies, Bardach, Dean, and Dudley utilized the SVM al-
gorithm to process n-grams and extract relations. They also
combined the n-gram method with feature extraction and
achieved accuracy ranging from 0.86 to 0.98, precision of 0.90
to 0.95, and F1 of 0.88 to 0.95. However, this method was
tested on a very small dataset of diverse files, including sound
and video files [6].

Regarding the LSTM algorithm, numerous studies have
investigated its effectiveness. Graves and Schmidhuber found
that bidirectional networks outperformed unidirectional ones,
and that LSTM was faster and more accurate than standard
RNNs and MLPs. In a study by Graves, Fernández, and
Schmidhuber, the authors examined the use of long memory in
monophonic and biophonic sound classification, and found that
bidirectional LSTM outperformed both unidirectional LSTM
and traditional RNNs [7], [8].

One of the most significant studies in this field is by
Xiao, Wang, and Zuo, who proposed an efficient method
for patent document classification. Their approach involves
training a patent text classification model using Word2vec and
LSTM on a patent dataset, and addressing the dimensional
disaster issue caused by traditional methods. They vectorized
a dataset of 50,000 using Word2vec, and compared their
model’s performance with KNN and CNN. Their results
showed that LSTM+Word2vec achieved the highest accu-
racy rate of 93.48%, while normal LSTM achieved 87.7%,
CNN+Word2vec achieved 81.18%, CNN achieved 80.59%,
and KNN achieved 33.51%. Notably, their approach outper-
formed other studies that dealt with small amounts of words
and datasets in training and testing [9].

III. METHODS BACKGROUND

This study encompasses the following methods and models:

A. Natural Language Processing (NLP)

One of the sub-fields of artificial intelligence, stemming
from linguistics and computer science, is concerned with
methods of interactions and language processing between
computers or machines, human language, and methods of

communication. The central issue is how computers can ana-
lyze and process vast amounts of language data, including the
nuances of human language, so that machines can accurately
predict and understand the information and ideas contained in
documents. Challenges in natural language processing (NLP)
include speech recognition, natural language understanding,
and natural language generation. NLP combines computational
linguistics, which is modeling based on human language rules,
with statistical models, machine learning, and deep learning
models. NLP content has three categories that are common
in text processing: count-based, prediction-based, and sequen-
tial [10]. The first category relies on word frequencies with
the assumption that common words in a document have fixed
meanings, the second models probabilistic relations between
words, and the third is based on the assumption that the
sequence or stream of words has a fixed meaning for the doc-
ument. Nowadays, there are many smart applications that are
the basis for some computer or smartphone applications, such
as digital assistants [11], speech-to-text dictation software [12],
customer service chatbots [13], and other consumer amenities
that can process large amounts of text quickly, even in real-
time. Among its applications:

• Language recognition [14],
• Distinguish words [15],
• Clarify the meaning of the word [16],
• Identify specific entities [17],
• Sentiment analysis [18],
• Natural language generation [19]

B. Text preprocessing

Preparing models for text classification is a challenging task,
as it requires training models to handle textual data in its raw
form [20]. Therefore, preprocessing is necessary to reduce the
complexity of the data and transform it into a suitable format.
This involves extracting texts, words, and data from the text
corpus, and transforming them into a variable length vector
representation using a dictionary. One of the three common
NLP models, namely sequential, prediction-based, or count-
based, is then used to process and predict the words. Sequential
methods assume that words in a text corpus are linearly related
and extract the sequence of words or their stream from the
texts. Prediction-based methods, on the other hand, are based
on probabilistic relations between words. Finally, count-based
methods rely on the frequency of words in a text corpus,
assuming that common words have fixed meanings. To prepare
the data for our method, we need to carry out the following
operations in the training phase:

1) Extract text: The initial stage of training models for
text classification is word processing, which is of paramount
importance. This is followed by the stage of text processing
and filtering to exclude all general words, commonly known
as ”stop words,” which add little or no value to the text or
context and are widely used with an unspecified meaning
that does not contribute to classification. Additionally, the
context of the text is examined, which depends on the sequence
of words in sentences or sentence structure. As a result,
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the characteristics derived from this analysis strengthen the
accuracy and effectiveness of the classification subject.

2) Lemmatization: The second stage of text preprocessing
involves converting each word to its base form, while taking
into consideration its context, in order to preserve its mean-
ing. This process is followed by tokenization, which further
enhances the form of the text.

3) Tokenization: In natural language processing, the pro-
cess of substituting words with unrelated values called ”to-
kens” is used to facilitate processing and internal system of
models, without the need to carry the original words in scope.
This process involves splitting the words of a text into units,
which may involve splitting individual words, letters, or even
numbers.

4) N-gram: This study focuses on utilizing NLP modeling
for the analysis of a sequence of N-words (number of words)
in a given text. The text serves as a base for creating word
grams through NLP modeling. One-gram, or unigram, refers
to a single-word sequence. In the case of the aforementioned
statement, each word can be considered a single-gram word.
Two-gram, or bi-gram, refers to a sequence of two words. Sim-
ilarly, three-gram, or tri-gram, pertains to sequences containing
three words, as depicted in Fig. 2.

Fig. 2: N-grams

5) Classification: In order to prepare a model for text
classification, it is crucial to limit the texts that are used to
train the model. This involves selecting characteristics that
increase the model’s experience and reducing errors that may
occur during training, such as overlapping topics or repeated
words in different fields. To accomplish this, the examination
and selection of characteristics using neural convolutional
networks have proven effective in filtering and selecting the
most relevant features for classification training.

This study focuses on integrating two models, Word2vec
and LSTM, to perform the task of classification. This repre-
sents an important application of deep learning and natural
language processing. The Word2vec model is responsible for
processing words and identifying useful words and phrases
embedded in the text. The selected phrases and words are
considered important for classifying texts, regardless of their
convergence to the integrated topic or the specific words used
in the document.

On the other hand, the LSTM algorithm predicts the clas-
sification based on the proximity of words or the presence
of close words (three words or more) and the balance of

the words included in the text, such as whether it is an
electrical or medical document. Together, these two models
can accurately predict the classification of texts based on their
unique characteristics and embedded features.

6) Recurrent neural networks: RNN, a type of network
utilized in the field of deep learning, adopts a conventional
approach to handling data and constructing ideas. Upon each
data processing event, the network generates new ideas from
scratch in a traditional manner. However, the issue with this
approach is the failure to maintain previous ideas, which can
decay over time. To address this issue, a network cell is
introduced to facilitate the exchange of information between
cells, and a recurrent neural network can be conceptualized as
multiple copies of a network cell, with each copy transmitting
a message to its successor. The basic structure of a recurrent
neural network resembles that of a chain, and it is used for
processing data. This concept has been discussed in a study
by Adhikari et al. [21].

7) Word2vec: In order to train a classification model, it
is necessary to represent words in a numerical format, and
these numerical representations must be vectorized so that the
model can utilize them based on the relationship between
the words. The word2vec algorithm, which is included in
the Genism library and utilizes two neural network layers,
is used to produce high-quality vectorized representations
of words, known as word embeddings, with high efficiency
and similarity. Word embeddings are used to represent words
in vector form for numerical computation. The word2vec
algorithm is designed to target sentences in text in order to
generate word embeddings based on the context of the words
and their meanings.

Word2vec algorithm consists of two methods: the Skipgram
method, which takes a word as input and predicts the surround-
ing context as output (Fig.3), and the CBOW (Continuous Bag
of Words) method, which takes a sentence context as input and
predicts the word as output (Fig.4). These methods are then
used to generate context for the classification model through
word embeddings [4].

Fig. 3: Skipgram method

8) LSTM: LSTM is a widely-known recurrent neural net-
work that is capable of learning long-term dependencies in
data. It comprises four layers that interact with each other.
The data flows through its units and allows for a few linear
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Fig. 4: CBOW method

interactions. By evaluating the combination of corpus, LSTM
hyperparameters, and tokenized text, sequential models can
accurately classify topics and achieve high performance ac-
cording to evaluation metrics.

LSTM network has the ability to store previous data and use
it during current processing and calculations. This means that
the connection between nodes in the hidden layers remains
throughout the processing time, which makes the model more
effective.

LSTM addresses the issue of vanishing gradients by im-
plementing improvements such as the forget gate, modifying
activation functions, and utilizing memory units to enhance
connections. Additionally, LSTM maintains the sequence in-
formation of text and produces good results on features by
considering context, as illustrated in Fig. 5.

This study utilizes word2vec and LSTM with word embed-
dings to classify documents. The performance of this approach
is compared to that of a standalone LSTM model, as well as
a combination of LSTM and word2vec, and a combination
of LSTM and word embeddings generated after embedding
neighboring words.

Fig. 5: LSTM model

9) Word embeddings: Our study proposes an approach
to generating a dense vector representation of words that
captures their meaning by employing the word2vec algorithm,
which employs two main training algorithms, CBOW and
Skipgram, to learn word embeddings. The proposed approach

involves integrating LSTM with CBOW and evaluating the
performance, followed by integration with Skipgram and per-
formance evaluation. Subsequently, the approach employs the
word embeddings generated by both algorithms and evaluates
their performance using trigram words, while also generating
a neighboring words matrix instead of relying on a dictio-
nary [4].

10) Dataset: The Web of Science (WOS) is a dataset
for document classification that comprises 46,985 documents
belonging to 134 categories, which are further classified under
7 parent categories, as illustrated in Fig. 6.
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Fig. 6: WOS dataset

IV. METHODOLOGY

The principal motivation of this study is to investigate the ef-
fect of contextual information obtained by neighbor words via
trigram sequences in textual input for the classification task.
First, we generate the trigram word series through the input
documents. Then, based on the most discriminative/essential
trigram elements, we extract the neighboring words accessed
by the shared words/terms in each trigram element. To test
our proposed approach, we created two distinct experimental
scenarios: plain models, where we built regular classification
models using general word embeddings, and neighborhood
models, where we constructed models utilizing neighboring
word embeddings. As considered in the proposed novel neigh-
borhood model, we train our word embedding models to gain
general word embeddings using SkipGram and Continues-Bag-
of-Words algorithms. Following this step, we extract all the
trigram word series and compute the average word embeddings
based on the neighboring terms identified through the shared
words in the trigrams. Next, we added the calculated neigh-
boring word embeddings to each target word to contextually
enhance the embedding of the target word. In the final step, we
exploited the updated word embeddings by integrating them
into the embedding layer of our LSTM model to perform the
classification task.
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A. Preparing data

The dataset contains raw data along with its errors. Prior
to training the model, it is necessary to clean the data by
examining and validating empty and irregular records. This is
followed by applying lemmatization and tokenization to the
document texts, and then splitting the data into test and train
sets. Subsequently, the first model is trained using the cleaned
text data and the results are evaluated for comparison with
other models.

B. Vectorization

Once the data is cleaned and contextual information is re-
tained, it needs to be converted into a vectorized form to enable
the classification model to process it effectively. Subsequently,
the models are integrated with word embeddings. The second
model is integrated with the CBOW algorithm while the third
model is integrated with Skipgram, and both are tested and
evaluated. The results are presented in Table I.

SKIPGRAM CBOW neighbor WORD
First Model � � �

Second model � � �
Third model � � �

Fourth model � � �
Fifth model � � �

TABLE I: Models methods (single model and combined
models)

C. Model-vec-word embedding

In this approach, a list of embedded words is prepared
to train two separate LSTM models using two methods of
Word2vec, Skipgram, and CBOW. This process produces two
lists of word embeddings that are used to train two different
LSTM models. The performance of the two models is then
evaluated to determine which one is better in terms of context
and word embeddings. Firstly, the LSTM model is trained
with Skipgram vectors, then another LSTM model is trained
with CBOW vectors, and finally, the test results are evaluated.
This method involves using a model to create vectors that
represent the relationships between words and a large number
of other words. The Skipgram and CBOW methods both train
the model on a large number of words.

D. Neighbor word embeddings

After incorporating word embeddings through both Skip-
gram and CBOW methods, the models become more precise
in their selection of words and have a broader range of words
in their embeddings. However, to improve the accuracy of
classification predictions, the models need to have greater
accuracy and depth in understanding the relationships between
words, thereby narrowing the field between the words. This
can be achieved by focusing on the relationships between
neighboring words, which can be deduced through the context
of similar texts that the models can be trained on. This will
narrow the range and number of words, reducing them to the
nearest three or more adjacent words. A list of these adjacent

TABLE II: Definition of TP, FP, TN, and FN

Prediction
Positive Negative

Truth Positive True Positive False Positive
Negative False Negative True Negative

words can be compiled and used to train models that minimize
the possibilities that may affect the correct classification.

V. EVALUATION

The main concept in classification is to evaluate the models
to determine their accuracy and reliability in classification
analysis. By reviewing the models’ performance, we can
identify the most accurate and reliable model for our clas-
sification tasks. The results obtained from training and testing
the models can be used to assess their performance.

To evaluate the performance of classification models, the
confusion matrix is commonly used. This matrix includes four
terms, namely true positive (TP), true negative (TN), false
positive (FP), and false negative (FN). Based on the confusion
matrix, various metrics can be calculated, such as accuracy,
precision, recall, F1-score, and others, as shown in Table. II.

The model prediction results are tested and trained, then
divided the results in four areas as follows:

• True Positive: The correct model classification of Positive
results (Positive).

• False Negative: The incorrect model classification of
Positive results (Negative).

• False Positive: The incorrect model classification of Neg-
ative results (Positive).

• True Negative: The correct model classification of Neg-
ative results (Negative).

These results will measure the metrics as follows:

1) Precision is a ratio calculated between the number of
positive samples correctly classified and the total number
of samples classified as positive (either correctly or
incorrectly). The precision of the model measures how
accurately it classifies a sample as positive. Precision is
calculated usingEqn 1:

Precision =
TP

TP + FP
(1)

2) Recall is a measured ratio that assesses the model’s
ability to detect positive samples. A higher recall ratio
indicates a greater number of positive samples detected.
The model’s recall is calculated as the ratio between
the number of positive samples correctly classified as
positive and the total number of positive samples. It is
measured using 2:

Recall =
TP

TP + FN
(2)
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Accuracy is one of the metrics used to measure the overall
performance of a model across all classes. It is calculated
as the ratio of correct predictions to the total number of
predictions, as shown in 3.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

F1-score: It is a measure for evaluating the predictive
abilities of a model and assessing its performance by combin-
ing two important, competing measures: precision and recall.
Currently, this evaluation method is widely used in model
assessment, as demonstrated in Eqn. 4.

F1 = 2× Precision×Recall

Precision+Recall
(4)

The objective of this study is to attain high values in
the aforementioned performance metrics for evaluating the
models. A high F1-score is obtained when precision and recall
are both high, leading to accurate class prediction. To further
improve the performance metrics, the models are enhanced
using a combined method.

VI. RESULTS

This experiment involved analyzing texts of 50,000 words
per document, as presented in Table I. The study compared
the performance of five models trained with Skipgram or
CBOW word embeddings. The results showed significant
differences in Accuracy, Recall, and F1-score when comparing
the performance of the LSTM model as a single model to
the combined models. To improve the models, the study used
neighboring words for model enhancement and analyzed the
predictions.

When evaluating the performance of the LSTM model as
a single model, the results showed an accuracy of 0.8126
and an F1-score of 0.8130. When combined with CBOW, the
accuracy improved to 0.8724, and the F1-score was 0.8722.
However, the best results were obtained by combining LSTM
with Skipgram, with an accuracy of 0.8790 and an F1-score
of 0.8790, making it the most accurate model in the study.
To save time and increase accuracy, the combined models
were also evaluated, which showed an accuracy of 0.8721 and
0.8769 for CBOW and Skipgram, respectively, and an F1-score
of 0.87.

The models were assessed based on Accuracy, Precision,
Recall, and F1-score metrics, and the results are presented in
Table III:

Method Accuracy Precision Recall F1 score
LSTM single model 0.8126 0.8194 0.8067 0.8130
LSTM with CBOW 0.8724 0.8781 0.8664 0.8722

LSTM with Skipgram 0.8790 0.8841 0.8739 0.8790
LSTM with CBOW neighbor word 0.8721 0.8764 0.8681 0.8722

LSTM with Skipgram neighbor word 0.87691 0.8833 0.8708 0.8770

TABLE III: Comparison of single and combined methods

The single LSTM method curve shows unmatching accuracy
between test and train, but combined methods show higher

matching, LSTM + Skipgram method shows higher matching
in the accuracy curve and higher performance, but the LSTM +
Skipgram neighbor word shows the lower loss result between
methods, as shown in Fig. 7. The Skipgram algorithm produces
pretrained word vectors that capture a wealth of linguistic
information from vast text corpora. LSTM’s ability to incorpo-
rate these pretrained vectors as initial embeddings provides the
model with a knowledge base of semantic relationships and
word similarities. This, in turn, facilitates faster convergence
and better generalization. Since Skipgram’s ability to consider
surrounding words leads to the generation of contextually rich
word embeddings, the LSTM model using Skipgram yields
relatively more accurate performance scores. Therefore, the
superior performance of LSTM with Skipgram in our study
can be attributed to the synergy between LSTM’s sequen-
tial learning capabilities and Skipgram’s context-aware word
embeddings. This combination enables the model to grasp
text structure, adapt to varying lengths, handle polysemy, and
leverage pretrained word vectors, resulting in improved overall
performance.
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Fig. 7: Models evaluation

VII. CONCLUSION

The Documents classification plays an important fundamen-
tal role in research and in text classification field. Documents
diverse have features that show no single algorithm can per-
form as accurate in classification fields, however the combined
methods serve more accurate with higher performance in
classification fields without limiting the studies state-of-the-
art depend on single methods or algorithms.

LSTM as one of the NLP classifiers performs better than
other NLP classifiers, and in combination with other methods,
it has a very high performance. For example, the word2vec
method creates appropriate words from context or creates
context from words, then gathers these words in a new dataset
to train the LSTM model and make the prediction more
accurate, as shown in Table III.
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The LSTM model approved the best results in Deep learning
classification models determining memory, and combined with
the word2vec methods, the neighbor word relation may need
more development to rise in accuracy and precision.

The single pre-model, as a result of its evaluation, proved
that it was trained on text word vectors only and without any
relationship between them, which left the words in the memory
of this model without any relationship between them as the
accuracy decreased in words that shared similar classifications.

The second and third models were trained under a rela-
tionship consisting of text vectors formed by methods such as
Skipgram and CBOW, where a relationship is formed between
words within the memory of the model, and here the model is
trained more clearly in the relationship and context between
words, where the relationship between words depends on the
production of vectors. While Skipgram relies on the word to
establish context and yields more accurate evaluation results,
as we have observed previously, it’s clear that focusing on
context is the key to training a model with superior accuracy
in classification. In the case of CBOW, as mentioned earlier,
the context is utilized to predict the specific word, and this
context remains in memory. This can make it easier for the
model to make accurate classifications.

It is required to delve deeper into the relationship between
words and context. There can exist relationships in texts be-
tween words, specifically with adjacent words, which narrows
down the range of words within the context or text. This
reduced context is used for training the new model, resulting in
reduced processing time and improved classification accuracy.

VIII. PRACTICAL IMPLICATIONS & FUTURE DIRECTIONS

The proposed study’s findings have significant practical
implications for document classification and natural language
processing. Firstly, employing contextually enriched word em-
beddings, specifically trigram word series, presents a promis-
ing approach for enhancing document classification models’
effectiveness. This approach leverages contextual information,
providing more nuanced and precise text representations.

Beyond this, the demonstrated potential of the proposed
approach can lead to opportunities to improve document classi-
fication across various domains. Researchers and practitioners
can address text classification challenges in subfields like
information retrieval, sentiment analysis, and content recom-
mendation with greater precision and effectiveness by utilizing
the power of these enriched embeddings. In practical terms,
this study presents a valuable contribution to the development
of more context-aware document classification models.

From the outcomes, there are two stimulating directions for
prospective research as listed below:

• Dynamic Neighborhood-Based Approaches: Investigat-
ing dynamic approaches, where the context window dy-
namically adjusts to the specific requirements of different
document types, could further improve the adaptability
and accuracy of classification models.

• Interplay with Pretrained Models: Exploring how
contextually enriched word embeddings complement or
enhance the performance of pre-trained language models

could be valuable. Combining these approaches might
result in state-of-the-art document classification systems.
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