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Research Article 

Abstract − Music holds a significant role in our daily lives, and its impact on emotions has been a focal point of 

research across various disciplines, including psychology, sociology, and statistics. Ongoing studies continue to 

explore this intriguing relationship. With advancing technology, the ability to choose from a diverse range of 

music has expanded. Recent trends highlight a growing preference for searching for music based on emotional 

attributes rather than individual preferences or genres. The act of selecting music based on emotional states is 

important on both a universal and cultural level. This study seeks to employ machine learning-based methods to 

classify four different music genres using a minimal set of features. The objective is to facilitate the process of 

choosing Turkish music according to one’s mood. The classification methods employed include Decision Tree, 

Random Forest (RF), Support Vector Machines (SVM), and k-Nearest Neighbor, coupled with the Mutual 

Information (MI) feature selection algorithm. Experimental results reveal that, with all features considered in the 

dataset, RF achieved the highest accuracy at 0.8098. However, when the MI algorithm was applied, SVM 

exhibited the best accuracy at 0.8068. Considering both memory consumption and accuracy, the RF method 

emerges as a favorable choice for selecting Turkish music based on emotional states. This research not only 

advances our understanding of the interaction between music and emotions but also provides practical insights 

for individuals who want to shape their music according to their emotional preferences. 

Keywords − Classification, emotions, feature selection, music genres, mutual information 

1. Introduction 

Music, an integral part of our daily lives, transcends cultural and linguistic boundaries, serving various 

purposes with its universal language and structure. From melodies heard in the womb, comforting lullabies 

sung as a baby, to songs shared during school days, music plays an important role in shaping our experiences 

and emotions [1, 2]. 

Often referred to as the “food of the soul,” music possesses the transformative power to influence a person's 

emotional state in response to external stimuli. Recent years have seen music increasingly used in meditation 

practices and subliminal suggestions, emphasizing the potential impact of music on psychological health. [3]. 

The suggestive power of music holds particular significance in therapeutic contexts, where repetition enhances 

the acceptance of suggestions, with music serving as a carrier of hidden messages. The choice of songs and 

lyrics can wield a profound influence on emotions, whether intentional or not, eliciting calming, instructive, 

exhilarating, or even angering effects based on musical type and rhythm. People usually make predictions 

about what will happen next while listening to music. This causes music to be processed in the brain as action, 

emotion, and learning [4]. The emotional and calming effects of music have been evidenced in diverse settings, 
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from studies involving pregnant women to those conducted before and during surgical procedures [5]. 

With music's profound impact on individual moods and its listening by large audiences, there has been a 

growing inclination for people to choose music aligned with their emotional states. This desire has prompted 

the need to develop methods for selecting or measuring the change in emotion based on music selection [6]. 

In recent years, numerous studies have been conducted around the world exploring the intersection of music 

and emotions. Fritz et al. recorded individuals' facial expressions while listening to music and then segmented 

their moods into three basic emotional states: happy, sad, and scared [7]. Mahadik et al. focused on classifying 

music selections based on facial emotion expressions, including emotions such as happy, angry, sad, neutral, 

surprised, and afraid, and then recommending music that aligned with the identified emotion [8]. Durahim et 

al. developed a model to automatically detect perceived emotion from song lyrics with the help of machine 

learning algorithms [9]. Er and Aydilek pioneered a novel music emotion recognition method, employing deep 

learning techniques on pre-trained deep networks, diverging from frequently utilized machine learning 

methods [10]. The optimal result, determined through VGG-16 in the Fc7 layer, yielded an accuracy of 89.2%. 

Chaudhary et al. proposed three distinct Music Emotion Classification Systems (MECS), with the first two 

utilizing Convolutional Neural Network (CNN) and the last employing Support Vector Machine (SVM) [11]. 

The song database was categorized into four, eight, and sixteen classes, achieving accuracies of 91%, 88%, 

and 86% in three experiments for the first MECS model. Quasim et al. introduced an Emotion-Based Music 

Recommendation and Classification Framework (EMRCF), achieving 96.12% accuracy with high precision 

in classifying songs based on individuals' interpersonal teams, incorporating memory and emotion [12]. Su et 

al. proposed a music recognition method combining Deep Learning (DL) and SVM, demonstrating its 

superiority over other audio-based music emotion tagging methods based on results obtained from the CAL500 

dataset [13]. Pandrea et al. conducted experimental studies on a novel emotion detection approach, presenting 

a language-aware end-to-end architecture (SincNet) model that learns to label emotions in music with lyrics 

in three different languages, achieving 71% accuracy on the Turkish Emotion dataset [14]. Ciborowski et al. 

introduced an emotion model predicting nine emotional states, with color assignments based on the color 

theory in film, achieving the best result with the Inception V3 method with a minimal Mean Squared Error 

(MSE) of 0.0542% [15]. Huang et al. developed an end-to-end Attention-based Deep Feature Fusion (ADFF) 

technique for music emotion recognition, achieving relative improvements of 10.43% and 4.82% in valence 

[16]. Zhang et al. employed VGGish and SVM methods together for emotion classification, obtaining the 

highest success with 66.98% accuracy [17]. 

In the realm of machine learning, feature selection is crucial for revealing the most descriptive features (k 

features) while minimizing generalization error. This process significantly influences the performance of 

machine learning models, as an excess of features can extend training times, reduce interpretability, and 

potentially lead to overfitting. Due to overfitting, the model success may be high in the training but low in the 

test data. 

The Turkish Music Emotion data set in Er and Aydilek used in our study has been the focus of some studies 

in the literature [10]. Moldovan developed the Binary Horse Optimization Algorithm (BHOA), a bio-inspired 

feature selection method that can be used for different classification techniques. The performance of BHOA 

was evaluated via six machine learning methods (Logistic Regression (LR), k-Nearest Neighbors (kNN), 

Decision Tree (DT), Random Forest (RF), Gradient Boosted Tree (GBT), and SVM) on nine different datasets, 

including the Turkish Music Emotion dataset [18]. The datasets were randomly split into 80% (training) and 

20% (testing) sets, and the results from BHOA were compared with the binary particle swarm optimization, 

binary gray wolf optimizer, and binary crow search optimization algorithms. Experimental results showed that 
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the developed BHOA showed promising performance when compared with alternative optimization 

algorithms. Pandrea et al. applied the SincNet architecture to Mandarin, English, and Turkish music emotion 

datasets with in-dataset and mixed dataset setups [14]. The accuracy achieved within the scope of Turkish 

Music Emotion data was reported as 63%. Feng et al. proposed the FESVM method, which is SVM and feature 

generation-based ensemble learning [19]. New features are produced from the classification probabilities 

obtained from the basic classifiers, and hyperparameter optimization is carried out with 5-fold cross-validation, 

using 70% of the datasets for training and 30% for testing. The accuracy of the FESVM method on the Turkish 

Emotion dataset is reported as 81.5%. Compared with the results obtained in our study, the combination of our 

proposed MI feature selection method and RF machine learning algorithm achieved an accuracy of 80.75% 

using only 20 features. This shows that the method we present is more convenient in terms of both memory 

and speed. 

In this research, the Turkish Music dataset from Er and Aydilek served as the foundation for selecting music 

based on individual moods or gauging the emotional shifts prompted by specific music choices [10]. To 

achieve this objective, four distinct machine-learning algorithms were employed: DT, kNN, RF, and SVM. 

Diverging from conventional practices, the dataset was not partitioned into fixed proportions for training and 

testing; instead, the k-fold cross-validation method was adopted to enhance reliability and observe the impact 

of each sample. To optimize the performance of kNN, RF, and SVM methods, meticulous investigations into 

method-specific hyperparameters were conducted. The grid search method was utilized to identify 

hyperparameters that yielded the highest scores. Subsequently, the importance of each feature was assessed 

through the Mutual Information (MI) feature selection algorithm. Machine learning models were trained using 

subsets of data, with features ranked from the highest to the lowest mutual information score. This approach 

aimed to achieve optimal performance by utilizing the minimum number of features. Experimental results 

indicated that the RF method outperformed others in both feature selection and without feature selection. The 

RF method achieved the highest accuracy score of 81% when considering all features in the dataset. 

Impressively, even with only 20 features, the accuracy remained high at 80.75%. Notably, thanks to the MIFS 

algorithm, a comparable level of accuracy was attained using only 40% of the features in the dataset. This 

highlights the effectiveness of feature selection techniques in optimizing the performance of machine learning 

models. 

The subsequent sections of this study are outlined as follows: In Section 2, detailed presentation of the 

materials used, and the methodologies employed is provided. Section 3 delves into the outcomes of the study 

and engages in a comprehensive discussion. The MI feature selection algorithm, instrumental in identifying 

descriptive features within the dataset, is introduced. Additionally, the machine learning methods employed 

for music emotion classification are explicated, paving the way for an in-depth exploration of the results. 

Section 4 encompasses a thorough examination of the metrics employed to evaluate the performance of 

machine learning methods in Turkish music emotion classification. This includes an analysis of both machine 

learning methods and the feature selection technique, shedding light on the experimental results. The final 

section encapsulates the conclusions drawn from the study and outlines potential avenues for future research. 

It provides a succinct summary of the key findings and offers insights into areas where further exploration and 

refinement could enhance the understanding and application of machine learning in the context of Turkish 

music emotion classification. 
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2. Materials and Methods 

In this study, Turkish music emotion datasets were used from the UCI machine learning repository. The 

dataset, structured as a discrete model, comprises four distinct classes representing basic emotional states, 

namely happy, sad, angry, and relaxed. To create the dataset, verbal, and non-verbal music from diverse genres 

of Turkish music were carefully selected. The database includes a total of 100 music pieces, ensuring an equal 

distribution of samples across each emotional class. The original dataset has 400 samples, each lasting 30 

seconds [10].  For feature extraction, the MIR toolbox was utilized to analyze the emotional content within 

musical signals. Various features, including mel frequency cepstral coefficients, chromagram, tempo, and 

spectral and harmonic features, were extracted. This comprehensive feature extraction process aimed to 

provide a nuanced examination of the emotional nuances embedded in the Turkish music samples. 

2.1. Methods 

Within the framework of this study, a comparative analysis is conducted on four distinct machine learning 

methods employed to classify emotions within the Turkish music emotion dataset. Additionally, feature 

selection is integrated into the methodology to pinpoint the most informative features, as explained by Çakır 

et al. [20]. The following subsections provide details regarding the specific machine learning methods and 

feature selection techniques, ensuring a comprehensive understanding of the methodology employed in the 

study. This rigorous approach aims to enhance the interpretability and effectiveness of the machine learning 

models developed for emotion classification in Turkish music. 

2.1.1. Mutual Information (MI) 

The dependency or measure of shared information between two random variables is defined as MI. The 

definition of entropy can be defined by the concept given by Shannon [21]. 

𝐻(𝐴): = − ∑ 𝑝(𝑎) log2(𝑝(𝑎))

𝑥

 (2.1) 

(2.1) gives the uncertainty associated with the random variable A. In feature selection, the focus is on 

maximizing the information shared between the target and feature variables. 

The joint entropy value, defined by (2.2), quantifies the uncertainty present in two random discrete variables, 

like 𝐴 and 𝐵, simultaneously. 

𝐻(𝐵\𝐴) = − ∑ ∑ 𝑝(𝑎, 𝑏) log2 𝑝(𝑏\𝑎)

𝑏∈𝐵𝑎∈𝐴

 

(2.2) 

𝐻(𝐴, 𝐵) = − ∑ ∑ 𝑝(𝑎, 𝑏) log2 𝑝(𝑎, 𝑏)

𝑏∈𝐵𝑎∈𝐴

 

When the specific value of 𝐴 is denoted as “𝑎” and the specific value of 𝐵 is “𝑏”, the probability of these 

values occurring together, denoted as 𝑝(𝑎, 𝑏), is taken into account. The expression 𝑝(𝑎, 𝑏) log2 𝑝(𝑎, 𝑏) is 

defined to be 0 if 𝑝(𝑎, 𝑏) = 0. The value of joint entropy varies based on the dependence between 𝐴 and 𝐵. If 

𝐴 and 𝐵 are completely dependent, then the joint entropy is at its minimum, whereas it reaches its maximum 

when they are entirely independent. 
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Conditional entropy measures the uncertainty of 𝐵 when the value of A is known and is mathematically defined 

as follows (2.3): 

𝐻(𝐵\𝐴) = − ∑ ∑ 𝑝(𝑎, 𝑏) log2 𝑝(𝑏\𝑎)

𝑏∈𝐵𝑎∈𝐴

 (2.3) 

Entropy serves as a metric to quantify the information that one variable contains about another. MI is defined 

as the relative entropy between joint distributions, as outlined by Gonzalez-Lopez et al. [22]. The product 

distribution is depicted in (2.4): 

𝑀𝐼(𝐴; 𝐵) = ∑ ∑ 𝑝(𝑎, 𝑏) log (
𝑝(𝑎, 𝑏)

𝑝(𝑎), 𝑝(𝑏)
)

𝑏∈𝐵𝑎∈𝐴

 (2.4) 

𝑀𝐼(𝐴, 𝐵) = 𝐻(𝐵) − 𝐻(𝐵|𝐴) 

(2.5) 𝑀𝐼(𝐴, 𝐵) = 𝐻(𝐴) − 𝐻(𝐴|𝐵) 

𝑀𝐼(𝐴, 𝐵) = 𝐻(𝐴) + 𝐻(𝐵) − 𝐻(𝐴, 𝐵) 

 

Figure 1. Venn diagram illustrating the entropy and MI relationships between two correlated variables (𝐴 

and 𝐵) 

An algorithm is used to determine maximum of MI. There is a subset of features initialized with a feature, 

denoted by the S matrix, and features are sequentially added to this subset one by one Zhang et al. [23]. 

𝑗 = argmax
𝑗∉𝑆

 𝑀𝐼(𝑌𝑆 ∪ 𝑥𝑗; 𝑡) (2.6) 

(2.6) is also employed for the selection of the initial feature. The chosen features are treated as independent. 

Once the increase in MI reaches its peak, the addition of new features is stopped. When the increase in MI is 

highest, adding new features is stopped. This methodology facilitates the reduction of feature dimensionality 

[24]. 

2.1.2. k-Nearest Neighbour (kNN) 

The kNN is a straightforward yet widely used machine learning technique that has demonstrated success across 

various fields. Its application extends to diverse data types such as free text, images, audio, and video. In the 

kNN approach, a database is searched for identifying items most similar to a given query item, with similarity 
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determined by a defined distance function. Each item in the database is associated with a label (class), and the 

primary goal of the algorithm is to determine the class of a new state [25]. 

kNN relies on two user-defined hyperparameters: the number of nearest neighbors (k) and the choice of 

distance functions. The parameter k indicates the number of nearest neighbor samples considered to determine 

the class of the query sample within the dataset.  Distance functions play an important role in measuring the 

distance between samples, significantly affecting the performance of the kNN classifier. Commonly used 

distance metrics include Euclidean distance and Manhattan distance in the kNN technique. Optimizing these 

hyperparameters is essential for achieving optimal performance across different datasets. 

2.1.2.1. Euclidean Distance 

The Euclidean distance, widely used in machine learning, shows the distance between points on a straight line. 

Computing the distance between two points is based on the Pythagorean theorem. Euclidean distance is 

determined by taking the square root of the sum of squared difference between two vectors. Mathematically, 

the Euclidean distance is defined as: 

𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥1, 𝑥2) = (∑(𝑥1𝑖 − 𝑥2𝑖)2

𝑛

𝑘=1

)

1
2

 (2.7) 

where 𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 is the Euclidean distance between the two samples, 𝑥1 and 𝑥2 represent the two samples 

whose distances are to be calculated and 𝑖 is the features in these samples, and 𝑛 is equal to the number of 

features in the dataset. 

2.1.2.2. Manhattan Distance 

The Manhattan distance, also known as city block distance or taxi-cab distance, expresses the absolute 

difference of the coordinates of 𝑥 and 𝑦 objects in 𝐷 space [26]. Mathematically, Manhattan distance is given 

by 

𝑑𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛(𝑥1, 𝑥2) = ∑|𝑥1𝑖 − 𝑥2𝑖|

𝑛

𝑘=1

 (2.8) 

A visualization of the Euclidean and Manhattan distances employed for determining nearest neighbors for 2D 

data is given in Figure 2. 

 

Figure 2. Distance computation with Euclidean and Manhattan metrics in 2D data 
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2.1.3. Decision Tree (DT) 

The DT method is the process of classifying each observation, starting from the root node to the leaves, 

assigning a “Yes” or “No” outcome based on specific situation. A splitting condition is applied to each node 

to produce homogeneous subsets. The best split conditions can be selected this way. Impurity measurement is 

performed for each split state to select the split condition with the lowest impurity value. Various indices such 

as Gini index, Information gain, gain ratio and misclassification rate have been proposed in the literature to 

measure the impurity value of a split condition. This study will specifically investigate the effect of Gini index 

and information gain on classification [27]. The structure of the decision tree is shown in Figure 3. 

 

Figure 3. Structural representation of Decision Tree 

2.1.3.1. Gini Index 

Consider a learning example denoted as 𝐿 = {(𝑥1, 𝑐1), (𝑥2, 𝑐2), ⋯ , (𝑥𝑖, 𝑐𝑗)} where 𝑥1, 𝑥2, ⋯ , 𝑥𝑖 represents an 

observation vector, and 𝑐1, 𝑐2, ⋯ , 𝑐𝑗 are the class labels. 𝑥𝑖 is a vector of input variables. The division 

conditions depend on one of these variables. Let 𝑝𝑖 denote the probability that a random beam belongs to class 

𝑐𝑖 [28]. After 𝑝𝑖 can be measured as (2.9): 

𝑝𝑖 =
𝐶𝑖

𝐿
 (2.9) 

The Gini index serves as a metric to demonstrate the purity of a class. In the process of determining purity, 

dataset is initially divided with respect to a specific characteristic, and the resulting clusters’ purity improves 

with a well-executed division. If we denote L as a dataset with J different class labels, the Gini index is 

computed by (2.10) [29]. 

𝐺𝑖𝑛𝑖(𝐿) = 1 − ∑ 𝑝𝑖
2

𝑗

𝑖=1

 (2.10) 

where pi is relative frequency if class i in L. If the dataset is divided by attribute A into two subsets L1 and L2 

with dimensions N1 and N2 respectively, Gini is computed as (2.11): 

𝐺𝑖𝑛𝑖𝐴(𝐿) =
𝑁1

𝑁
𝐺𝑖𝑛𝑖(𝐿1) +

𝑁2

𝑁
𝐺𝑖𝑛𝑖(𝐿2) (2.11) 

Reduction in impurity computed as (2.12): 
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Δ𝐺𝑖𝑛𝑖(𝐴) = 𝐺𝑖𝑛𝑖(𝐿) − 𝐺𝑖𝑛𝑖𝐴(𝐿) (2.12) 

2.1.3.2. Entropy 

Information gain is based on entropy, a measure of impurity or randomness in a dataset [30]. Homogeneous 

subsets within a dataset imply no impurity or randomness. If all measurements in the subsets belong to a one 

class, the entropy value for the dataset will be 0. The computation involves summing the probability of each 

label and the log probability of the same label, denoted by (2.13): 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐿) = − ∑ 𝑝𝑖 log2(𝑝𝑖)

𝑗

𝑖=1

 (2.13) 

For a dataset with one class label, 𝑝𝑖 will be 1 and log2(𝑝𝑖) is 0. If the dataset is homogeneous, entropy is 

zero. As uncertainty, impurity and mixing ratio increase, the entropy value also increases [31]. 

2.1.4. Random forest (RF) 

RF algorithm aims to increase the classification accuracy by employing multiple decision trees during the 

classification process. It incorporates several hyperparameters that control the structure of each tree for 

example, the minimum node size for node division. In addition, it influences the overall structure and size of 

the forest including the number of trees, and the level of randomness presented in the model [32]. 

The number of trees in a forest is a parameter that cannot be adjusted in the classical sense but needs to be set 

high enough. For certain error metrics, out-of-bag error curves (somewhat) are observed from time to time, 

increasing with the number of trees. The rate of convergence, and therefore the number of trees required to 

achieve optimum performance, depends on the characteristics of the dataset. 

Oshiro et al. and Probst and Boulesteix using multiple datasets empirically show that the most remarkable 

performance improvement usually occurs with the initial 100 trees [33, 34]. The convergence speed of RF 

relies on both the dataset’s characteristics and the hyperparameters. A lower sample size, higher node size 

values, and smaller input values lead to fewer correlated trees. Since these trees are different from each other, 

they are expected to provide better predictions. Based on this fact, it is thought that convergence can be 

achieved by using more trees [32]. Moreover, the level of tree depth also affects the computation rate. The 

complexity of each decision tree is controlled by the maximum tree depth. The computational cost increases 

with increasing tree depth. The optimal depth depends on other forest parameters and data characteristics. Error 

can be reduced by ensuring appropriate depth. High depth may lead to overfitting. Increasing the depth too 

much reduces the prediction stability. The highest stability will be achieved by using shallow trees, but too 

much shallowness renders the model inadequate [35]. 

In the experiment, the training data was divided into random subsets and results were obtained for each subset. 

Subsequently, all the results were combined, and a majority voting approach was applied. Eventually, a result 

was obtained. The process of the random forest is depicted in Figure 4. 
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Figure 4. Graphical representation of Random Forest 

2.1.5. Support Vector Machine (SVM) 

The SVM are a non-parametric statistical learning method that operates in a supervised manner without making 

any assumptions about the data distribution. Initially introduced by Vapnik and his group in the 1970s, SVM 

operates on a kernel-based algorithm, typically defining a singular boundary between classes. It divides a 

dataset into predefined classes using training data. SVM determines the optimal hyperplane to be able to make 

a separate number of classifications. To maximize separation, it uses support vectors that are closest to the 

decision boundary of the training sample [36].  

The linear separable SVM separates the training sample dataset samples of different categories in sample space 

where a training sample set is M with the appropriate dividing hyperplane. 

 

Figure 5. Linear SVM model 

In the sample space, the following (2.14) is used to calculate the maximum interval, which expresses the 

division of the hyperplane. 
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𝒘𝑇𝑥 + 𝑏 = 0 (2.14) 

where, w is a weight vector and b is a bias term. If the hyperplane can classify the samples correctly [37], then 

it verifies the following (2.15) 

𝑤𝑡𝑥𝑖 + 𝑏 ≥ 1, 𝑦 = 1

𝑤𝑡𝑥𝑖 + 𝑏 ≤ −1, 𝑦 = −1
 (2.15) 

The aim of the SVM model is to find optimally the w and b values. Thus, the hyperplane separates the data 

and maximizes the margin 
2

∥𝑤∥
. The linear SVM model is shown in Figure 5. 

3. Results and Discussion 

3.1.  Performance Metrics 

Performance metrics are utilized to assess the performance of machine learning methods. Studies in the 

literature have generally focused on binary classification problems in which there are only two classes. In 

binary classification problems 2 × 2 confusion matrix is generated but as the number of classes increases the 

dimension of the confusion matrix changes the 𝑁 × 𝑁 where 𝑁 is the number of classes in the dataset. 

Consequently, the performance metrics derived from the confusion matrix undergo adjustments. The confusion 

matrix for N number of classes in shown in Table 1. ith row jth column in the confusion matrix corresponds to 

the element of 𝐶𝑖𝑗. 𝐶𝑖𝑗 denotes the number of instances classified as 𝐶𝑗 by the machine learning model from 

instances whose true class is 𝐶𝑖. The confusion matrix for multi-class classification is shown in Table 1. 

Table 1. Confusion matrix for multi-class classification 

  Predicted Class 

  𝐶1 ⋯ 𝐶𝑗 ⋯ 𝐶𝑁 

A
ct

u
a

l 
C

la
ss

 𝐶1 𝐶11 𝐶1𝑗 𝐶1𝑁 

⋮ 

𝐶𝑖 

⋮ 

 

𝐶𝑖1 

 

⋮ 

⋯ 𝐶𝑖𝑗 ⋯ 

⋮ 

 

𝐶𝑖𝑁 

 

𝐶𝑁 𝐶𝑁1 𝐶𝑁𝑗 𝐶𝑁𝑁 

• True Positive (TP): The actual class is 𝐶𝑖, and it is predicted as 𝐶𝑗 where 𝑖 = 𝑗. 

• False Positive (FP): value for a ith class is the sum of the values in jth column except 𝐶𝑖𝑗 where 𝑖 = 𝑗 

• False Negative (FN): value for a ith class is the sum of the values in ith row except 𝐶𝑖𝑗  where 𝑖 = 𝑗 

• True Negative (TN): equals to the sum of all the values in confusion matrix except for ith row jth column 

values where 𝑖 = 𝑗 

Performance metrics derived from the confusion matrix, provide valuable insights into the effectiveness of 

machine learning models in multi-class classification scenarios. Some commonly used metrics for multi-class 

classification include accuracy, micro average precision (MAP), micro average recall (MAR) and macro 

average F1-score. 

Accuracy: measures the correct classification performance of the model. It is calculated as the ratio of the sum 

of all correctly classified samples to the number of samples in the dataset. It is defined as 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝐶𝑖𝑖

𝑁
𝑖=1

∑ ∑ 𝐶𝑖𝑗
𝑁
𝑗=1

𝑁
𝑖=1

 (3.1) 

Macro average precision (MAP): MAP equals the average of precisions for each class in the dataset. It is 

defined as 

𝑀𝐴𝑃 =
1

𝑁
∑

𝐶𝑖𝑖

𝐶.𝑖

𝑁

𝑖=1

 

where 

𝐶.𝑖 = ∑ 𝐶𝑗𝑖

𝑁

𝑗=1

,    ∀𝑖 ∈ {1, ⋯ , 𝑁} (3.2) 

Macro average recall (MAR): The MAR is computed by averaging the recalls for each class in the dataset. It 

is given as 

𝑀𝐴𝑅 =
1

𝑁
∑

𝐶𝑖𝑖

𝐶𝑖.

𝑁

𝑖=1

 

where 

𝐶𝑖. = ∑ 𝐶𝑖𝑗

𝑁

𝑗=1

,    ∀𝑖 ∈ {1, ⋯ , 𝑁} (3.3) 

Macro F1-Score combines the MAP, MAR metrics into a single performance metric, and is equal to their 

harmonic mean. Macro F1-score combines is evaluated by 

𝑀𝑎𝑐𝑟𝑜𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
1

𝑁
∑

2
𝐶𝑖𝑖
𝐶.𝑖

𝐶𝑖𝑖
𝐶𝑖.

𝐶𝑖𝑖
𝐶.𝑖

+
𝐶𝑖𝑖
𝐶𝑖.

𝑁

𝑖=1

 (3.4) 

3.2.  Experimental Results 

Emotions in Turkish music is predicted by four different machine learning methods: kNN, DT, RF, and SVM. 

Because these methods take user-defined hyperparameters, their performance is affected by hyperparameter 

settings. To optimize the performance and achieve the highest accuracy in these algorithms, a grid search 

approach is employed to identify the most proper hyperparameter values. The specific hyperparameters and 

their respective ranges for each algorithm are detailed in Table 2. Furthermore, k-fold cross validation 

technique is performed instead of a simple train-test split to measure the performance of the benchmarked 

methods. This approach ensures that all samples in the dataset are used for both training and testing the model, 

leading to more robust and reliable results.  

In the conducted experiments, the k value of the k-fold cross method was chosen as 5, and the process is iterated 

10 times. The average 5-fold cross validation results of the benchmarked methods with the specified 

hyperparameters are visually presented in Figure 6 (a)-(d). 
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Table 2. Benchmarked classification methods, method specific hyperparameters and range of values 

Method Hyperparameter Value  

k Nearest Neighbor Number of nearest neighbor 3, 4, 5, … , 30 

Decision Tree 

Criterion 

max_depth 

min_samples_split 

“gini”, “entropy” 

1, 2, … , 20 

2, 3, … , 17 

Random Forest 

Criterion 

max_depth 

number of trees 

“gini”, “entropy” 

1, 2, … , 32 

20, 21, … , 21  

Support Vector Machines 

Kernel 

Cost 

Gamma 

Degree 

“linear”, “poly”, “rbf”, “sigmoid” 

2-4, 2-13, … , 214 

2-12, 2-9, … , 25 

1, 2, … , 19 

 

  

(a)                                                                                   (b) 

  

(c)                                                                                    (d) 

Figure 6. Accuracy results of the benchmarked methods (a) kNN, (b) Decision Tree, (c) Random Forest, (d) 

Support Vector Machines 

In Figure 6 (a), the results of the kNN algorithm for varying k values are presented. The kNN achieves 

maximum accuracy 71.48% with k = 4. In cases where the k value is greater than 4, the results exhibit 
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fluctuations with an example being k = 16, where the accuracy value 71.03% is quite close to the highest value. 

The results are very similar except for k = 1. The results of the DT algorithm concerning the min_sample_split 

and max_depth hyperparameters are displayed in Figure 6 (b). The effect of the min_sample_split 

hyperparameter is notably limited, while the results are significantly affected when the max_depth 

hyperparameter is less than 3. The performance of the RF method, considering the max_depth and the number 

of trees hyperparameters, is illustrated in Figure 6 (c). “Gini” and “entropy”, which are the splitting node 

criterion for the RF method, are examined, and since Gini outperformed, its results are shown. Similar 

observations to the results in DT can be made for the RF method, as changing the number of trees 

hyperparameter has little effect on the results. Accuracy is significantly reduced when the max_depth 

hyperparameter is greater than 210. At values where the max_depth hyperparameter values begin to drop from 

24, the accuracy of the RF decreases. In SVM, four different kernels are evaluated with the specified 

hyperparameter setting, but only the radial-based kernel (RBF) results are shown in Figure 6 (d), as it yields 

the highest accuracy. The accuracy of SVM with RBF kernel decreases when the gamma value is greater than 

2-4 and a decrease is also observed when the C value falls below 2-1. 

3.2.1. Feature Selection 

To identify the most prominent features the MI feature selection method is applied to the Turkish music 

emotion dataset. The subsets of the dataset are formed based on the features ranked from the highest to the 

lowest in terms of prominence. Benchmark methods are then applied to these subsets to determine the best 

performing method using the least number of features. The hyperparameters of the benchmarked methods with 

the highest accuracy scores were determined in the previous subsection. The performance of these methods is 

assessed using four different performance metrics: accuracy, precision, recall, and f1-score is illustrated in 

Figure 7 (a)-(d). 

  

(a)                                                                                       (b) 

  

(c)                                                                                  (d) 

Figure 7. Performance results of the compared methods depending on the increasing number of features 
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The results of the kNN method are shown in Figure 7 (a). For kNN, the highest accuracy (75.33%) is obtained 

when the number of features is equal to 19. However, with 12 features, an accuracy (74.35%) score is attained. 

Comparing the results using features 4 through 51, the variation between the highest (0.7533) and lowest 

(0.6845) results is 10.05%. Figure 7 (b) illustrates the performance results of the DT method. The optimal 

accuracy in DT (0.6930) is obtained with 11 features. When considering features between 5 and 50, the 

accuracy scores of DT vary between 0.6663 and 0.6930. Figure 7 (c) presents the results of the RF method. As 

can be seen in the Figure 7 (c), the performance using fewer features in the RF method was not superior to the 

performance using all features. Considering the trade-off between the number of features and accuracy, the 

optimum number of features will be 19. This is because the accuracy when using the 19 features with the 

highest MI score (0.8058) is very close to the accuracy when using all features in the dataset (0.8098). 

Additionally, the accuracy of models created with more than 15 subsets of features consistently remains above 

0.7900. Figure 7 (d) depicts the result of the SVM method. Although SVM results may fluctuate depending on 

the number of features, there is a general tendency for increased performance as the number of features rises. 

The highest accuracy (0.8068) in SVM is achieved with 43 features. 

The accuracy results of the comparative methods with the specified hyperparameters, using both all features 

in the dataset and a subset of the features, are given in Table 3. The Table also shows in parentheses the number 

of features used for the corresponding accuracy values. Feature selection leads to enhanced performance in the 

kNN and SVM methods, while DT and RF methods experience a decline in performance. Notably, in kNN 

method, a performance increase over 5% is observed when utilizing only 40% of features. Conversely, in the 

DT method, there is a minimal loss of less than 0.5% in accuracy with the using of approximately 20% of the 

features. Similar observations can be made for the RF method, where a loss in performance of less than 0.5% 

is maintained while using less than 40% of the features. The highest accuracy value (0.8068) was achieved 

when the MI method is combined with the SVM method; but this success needs the utilization of more than 

80% of the features. While the accuracy of SVM+MI (0.8068) slightly surpasses RF+MI (0.8058) by only 

0.001, RF+MI uses less than 40% fewer features compared to SVM+MI. Considering the experimental results, 

RF+MI is the best choice when trying to optimize both accuracy and memory usage efficiency. 

Table 3. Accuracy results of the benchmarked method with/ without feature selection 

Methods Hyperparameters All features Mutual Information 

k Nearest Neighbor k = 4 0.7128 
0.7533 

(20) 

Decision Tree 

Criterion = “gini” 

min_samp_split = 15 

maks_depth = 8 

0.6958 
0.6930 

(11) 

Random Forest 

Criterion = “gini” 

maks_depth = 17 

number of trees = 28 

0.8098 
0.8058 

(19) 

Support Vector Machines 

Kernel = “rbf” 

C = 22 

γ = 2-9 

0.8065 
0.8068 

(43) 

4. Conclusion 

In this study, four distinct machine learning algorithms – kNN, DT, RF, and SVM – were applied to determine 

the emotions from the Turkish music. A rigorous examination of method-specific hyperparameters was 

conducted, revealing that the RF method, utilizing hyperparameters such as node splitting criterion = “Gini”, 

number of trees = 28, and max_depth = 10, achieved the highest accuracy (0.8118) when using all features in 

the dataset, which includes 50 features. 
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To identify the most descriptive features in the dataset, the MI feature selection algorithm was employed. 

Comparative analyses were then conducted on subsets of the dataset, using the hyperparameters obtaining the 

highest accuracy with all features. In this way, it is aimed to achieve a success rate comparable to or higher 

than the result when all features were used, while using fewer features. The adoption of fewer features not only 

led to decreased memory consumption but also resulted in processing time. 

The SVM method, when coupled with MI feature selection, gave the best results despite utilizing a large 

number of features. Conversely using the RF method with feature selection, yielded very close results, but with 

significantly fewer features. As a result, RF+MI emerges as the optimal choice considering both memory usage 

efficiency and accuracy. This is evidenced by a marginal drop-in success rate of 0.5% compared to using all 

features and using 60% fewer features. 

Future studies may investigate model interpretation methods to elucidate the interpretability of these models. 

Additionally, different feature selection techniques can be explored to identify the most salient features in the 

dataset. 
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