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1. INTRODUCTION  
Today, free, flexible, cloud-based information technology (IT) 

applications and services that are easily accessible over the internet 

are increasing rapidly [1]. In order to work more efficiently, people 

can use these IT applications or services from home, at work, or 

while traveling on personal laptops, tablets, and smartphones. 

While the use of these IT technologies provides an advantage in 

accelerating the digital transformation, on the other hand, it causes 

the employees to turn to IT offers without the approval of the 

organization they work for, in short, to increase the shadow IT 

[2,3]. Shadow IT is the usage of information technology systems, 

devices, software, applications, and services without the open 

approval of the IT department. The fact that software as a service 

(SaaS) applications are easily accessible over the internet and can 

offer different solutions for different problems is very attractive to 

users [4-6]. This situation causes different departments to purchase 

SaaS applications without the knowledge of the IT department, in 

other words the emergence of Shadow IT. Shadow IT plays a 

critical role in both security and financial investment in 

companies. Employees' use of some features such as file sharing, 

storage, and collaboration may result in the leakage of sensitive 

data [7]. The increase in the use of mobile devices in business 

environments, the use of wearable devices, that is, bring your own 

(BYO) devices, causes new forms of devices to enter businesses 

and all these devices to offer different operating system types. 

BYO devices create an increasingly heterogeneous and difficult 

space for IT to manage.  This trend often referred to as "shadow 

IT", creates a significant security risk for companies [8,9]. In 

addition, IT has little visibility into the implications of corporate 

data in cloud environments. As a result, it becomes very difficult 

to manage BYO devices that contain both company-provided 

applications and personally owned applications [10,11]. With the 

increasing use of shadow IT, it becomes more difficult for 

organizations to adjust to legal or contractual IT regulations. The 

reliability and accuracy of big data analytics are weakening 

because shadow IT increases in unknown corporate data sources. 

All these difficulties add great importance to the studies on shadow 

IT detection. Another concept, IT consumerization, refers to the 

transportation of software and hardware products designed for 

personal use to the organization and their use for business 

purposes. Companies can provide consumption IT or enterprise IT 

to their employees [12,13]. Enterprise IT is a concept that includes 

enterprise services and support, as well as their strategy, 

management, budgets, and policy. Figure 1 outlines the distinction 

between shadow IT and current concepts [14,15]. 
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Figure 1. Shadow IT and closely related concepts [1] 

 

1.1. Current Problems with Shadow IT and Motivation. 
In order to keep security at the highest level in a company, the IT 

department must be aware of every software used in the company. 

In this way, it can be decided whether the software used in the 

company is safe or not. If there is a lack of control over the 

software used in an organization, this will cause the organization 

to experience different security vulnerabilities. One of the main 

problems that Shadow IT can cause is the loss of important internal 

data. An unauthorized SaaS application used can take data that 

should not go out of the organization by backing up/storing it 

without permission, and if this confidential data is in the hands of 

malicious people, a cyber security breach may occur within the 

organization. Therefore, an unauthorized SaaS application will 

cause a legal violation. An unauthorized SaaS application may also 

be in conflict with an agreement that the organization has to 

comply with. In order not to be exposed to all these problems, the 

IT department should have full authority over the SaaS 

applications used in the organization. Another problem that we 

may encounter within the organization as a result of Shadow IT is 

the updates for SaaS applications because SaaS applications are 

centrally distributed on the cloud, users do not have a choice 

whether to accept updates to their SaaS applications. Therefore, 

the IT department of the organization should be prepared to avoid 

errors, legal incompatibilities, and security vulnerabilities that 

may be caused by a new update to a SaaS application, and for this, 

the IT department should be aware of all the SaaS applications that 

the organization uses. In addition, there may be updates on the 

pricing of the SaaS applications used over time, and as the 

institution becomes dependent on this SaaS application, it has to 

comply with the new pricing, which means a financial risk for the 

institution. Finally, another problem created by Shadow IT is 

efficiency. A SaaS application may lose its efficiency over time, 

and put its customers in trouble, or a SaaS application in use may 

lose its ability to meet the demands of the organization. In order 

for the organization to cope with all these problems, shadow IT 

detection must be done correctly. In this study, unauthorized SaaS 

software currently used in Arçelik Global company in Turkey has 

been identified, with a suggested approach to avoid the problems 

that may be caused by Shadow IT in a company. In addition, in the 

future, a detection system has been developed in the company for 

SaaS applications that may be used without permission. 

 

1.2. Main Contributions 
The main contributions of this paper are outlined below: 

 Shadow IT detection was performed using statistical and 

machine learning algorithms on firewall log data in a 

corporate-sized company. 

 A novel shadow IT detection system was developed that 

works on the data flowing over the firewall. 

 The number of research articles on shadow IT detection in the 

literature is quite low. This study will shed light on future 

academic studies for shadow IT detection. 

1.3. Novelty. 
    Although the importance of Shadow IT in the business world 

has increased recently, it still does not receive the necessary 

attention in the academic world. Even if there are articles in which 

the concept of shadow IT is mentioned, there are very little 

experiments on shadow IT detection. As far as we know, there is 

no research paper in the literature that distinguishes shadow IT 

detection as low risk, medium risk and high risk. In this study, a 

new approach for detection of shadow IT was proposed and the 

performance of this approach was compared with existing methods 

and divided according to risk groups. Therefore, we believe that 

this study will contribute to the scientific world in detecting 

shadow IT. 

 The remainder of this paper is organized as follows. Section 2 

presents related works and general information about K-Means 

and Interquartile algorithms used for shadow IT detection. Section 

3 includes details of the materials and implementation. Section 4 

presents the experimental results and discussion. Section 5 

presents the conclusion. 

 

2. RELATED WORK 
This section examines the state of the art on the topic of 

shadow IT such as detection of shadow IT, and review papers. 

Although the importance of Shadow IT has increased a lot in the 

business world, there are not many scientific studies on this 

subject. There are hardly any articles on scanning Shadow IT. As 

far as we know, our study will be the first study to detect Shadow 

IT. Therefore, in the literature review section, the most 

considerable studies in which the term Shadow IT is used are 

mentioned. In the studies that have been cited as [16,17], it is 

mentioned that Shadow IT increases the security vulnerability in 

companies and damages the organizational data flow. In [18], 129 

best shadow applications were classified as excel macro, cloud 

solutions, software, ERP, business intelligence systems, hardware, 

websites. In [19], the authors also explained other system concepts 

such as rogue IT and shadow, workaround and feral, which are 

closely related to this concept, apart from shadow IT, and stated 

the differences between these concepts and shadow IT. In [20,21] 

studies, the authors interpret shadow IT as an insider threat 

because a non-malicious employee is installing unapproved 

software. They also stated that it was caused by the company's 

employees not complying with the information security policies. 

In the studies referenced as [22,23], the authors argued that 

Shadow IT systems are more efficient and effective in practice 

than the existing official and standard systems used in companies. 

In [24,25], the authors discussed the concept of shadow IT in 

determining the relationship between business and IT. They also 

explored the role of social media software and self-made macros 

in Excel or Access software for shadow IT. In [26-28], the 

difficulties experienced in detecting shadow IT with increasing 

new technologies were mentioned. These studies stated that there 

are very few academic publications on shadow IT detection, which 

is largely due to the difficulty of accessing the data and the fact 

that they are unregistered. In [29], the authors did a study on the 

relationship of shadow IT with security. An evaluation model for 

shadow ITs in a company is presented in [30]. A sample shadow 

assessment document is presented based on several weighted and 

evaluated criteria. In [31], the authors conducted a review article 

on shadow IT. 

The acquisition and preprocessing of log files from servers are 

of paramount importance in the realm of cybersecurity, system 

performance monitoring, error analysis, and overall information 

security management. Log files are text documents that 

meticulously record events in a system, and they are employed for 

monitoring activities, detecting errors, identifying cybersecurity 
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threats, and defending against security breaches. Initially, the 

preprocessing stage of log files obtained from servers involves 

transforming this data into meaningful and usable information [32, 

33]. This stage encompasses steps such as cleaning up unnecessary 

information, organizing log records, and standardizing them into a 

consistent format. This process enables log data to be more 

effectively analyzed and interpreted. The cleaning and analysis of 

log files form the cornerstone of an organization's information 

security strategies. For instance, analyses performed on log files to 

detect abnormal activities can identify potential security breaches 

in advance, allowing for preventive measures to be taken. 

Moreover, the utilization of log files for monitoring system 

performance and error analysis facilitates the swift identification 

and resolution of issues. Therefore, the routine collection of log 

files from servers plays a critical role in maintaining a secure 

network and ensuring the healthy operation of information systems 

[34, 35]. 

 

2.1. k-Means Algorithm. 
The K-Means algorithm is a clustering algorithm that tries to 

divide the dataset into groups it belongs to and is an unsupervised 

learning [36]. It makes elements within the same group as similar 

as possible, but tries to keep the clusters apart. The k value in K-

Means determines the number of clusters. The algorithm has a 

simple working logic. Assigns data points to a cluster so that the 

sum of the squared distance between the data points and the 

cluster's centroid is minimal. This is how it calculates that the data 

belongs to that cluster. While calculating the centroid of the 

clusters, it takes the arithmetic average of all data points belonging 

to that cluster. The fact that the data in the clusters is similar to 

each other is determined by the fact that the data has little variation 

[37,38]. Since the K-Means algorithm uses distance-based 

measurement to determine the similarity between data points, 

normalization is recommended to determine which cluster the data 

belongs to. Because of K-Means is an iterative algorithm and 

centers are randomly started, using different centroids could 

provide a solution when K-Means stays at a local optimum and not 

converge to the global optimum. 

2.2. Interquartile Range Algorithm. 
     Quartile range, which is widely used in statistics, is the rule of 

dividing an ordered data set into four equal parts, each consisting 

of quarter data. In this rule, the middle half (50%) of the data is 

represented as medians, while the third quartile (25%) and first 

quartile (25%) are represented as quartiles. The interquartile range 

(IQR) is calculated by subtracting the first quartile from the third 

quartile. The interquartile range indicates the range where most of 

the data values are found. The interquartile range is also expressed 

by Equation 1. 

 

IQR = Q3 - Q1 (1) 

     
    In this equation; Q1 is a number between the smallest number 

and the median of the data set. Q2 is the median of the data. Q3 is 

a number between the median and the highest value of the data set. 

The quartiles gap is preferred as a statistical measure of spread 

since it is not affected by extremely small or extremely large 

extremes in the sorted data. If there is a very extreme outlier in the 

dataset, the quartile range may be preferred. While IQR is used to 

identify outliers in a data set, it indicates where most of the data is. 

It also shows the central trend of the data [39, 40]. Figure 2 shows 

the graphical representation of the interquartile range. 

 

Figure 2. The graphical representation of IQR 

 

 

3. MATERIALS AND METHODS 
In this section, the steps of the application carried out for 

shadow IT detection to detect unauthorized SaaS software within 

Arçelik Global company are explained in detail. The Shadow IT 

detection system consists of 3 main parts: (i) data set collection (ii) 

data preprocessing (iii) data analysis. Figure 3 shows the flowchart 

of the proposed shadow IT detection approach. 

 
Algorithm 1. The algorithm of the shadow IT detection model 

Procedure: The shadow IT detection model 

Input: Log data stored by IBM Qradar software 

Output: Low, medium, high risk SaaS applications 

Step 1: Collecting log data 
Step 2: Extracting unnecessary columns from data stored in Qradar (Data 

refining)  

Step 3: Extracting the matching records by filtering the data  
Step 4: Converting the data to json format in Qradar and sending it to an 

API written in python. 

Step 5: Saving the data coming to Rest API directly to a collection in 
Cosmos DB before analysis as a daily-report collection 

Step 6: Processing of incoming data to Rest API at pre-process stage 

             - data transformation for analysis 
             - min-max normalization for K-Means algorithm 

             - calculating date from timestamp value 

Step 7: Detection of low, medium, high risk anomalies by K-Means, IQR 
and Stabilization algorithms  

Step 8: Saving the detected anomalies to a collection in Azure Cosmos 
DB as anomalies collection 

 

3.1. Data Collection. 
The log data used as a data source in this study were stored 

with the IBM Qradar software, which was created with the Fortinet 

Firewall solution. These data are taboos and raw log data that are 

formed as a result of requests made out of Arçelik company. In 

terms of volume, terabytes of data are generated monthly. Table1 

shows a small and anonymized example of the used tabular log 

data. 
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Figure 3.  The shadow IT detection model 

 
Table I 

An example of tabular log data. 

 Hostname Request URL 
Request 

Time 

Source 

IP 

1 e.g.1.com /login 16410 10.92.* 

2 e.g.2.com /homepage 164114 10.134.* 

3 e.g.3.com /list/1 165064 10.86.* 

4 e.g.4.com /services/add 165134 10.134.* 

5 e.g.5.com  /register 164624 10.92.* 

6 e.g.6.com  /login 1647106 10.86.* 

7 e.g.7.com  /livecall/s2 164736 10.17.* 

 

Our log data kept in IBM Qradar software is in tabular format 

and is stored in a table called events. There are 89 columns in this 

table. The most important columns that can be used in the 

application are extracted in the Data refining section and are also 

used in the analysis section. 

 

3.1. 1. Data Filtering and Refining 
 In this subsection, filtering and refining are performed on the 

monthly terabytes of data stored in the log server. In this study, we 

did not deal with all the data generated by Arçelik employees. We 

only used the requests sent by the employees of Arçelik company 

to the SaaS applications. Therefore, a filter was applied to extract 

the needed data, and after the filtering was completed, only the log 

data of the requests sent to the SaaS applications by Arçelik 

employees remained, and then the columns needed for this log data 

were extracted. Table 2 shows the event matrix after filtering and 

refining. The event matrix is the number of requests made by 

Arçelik employees to websites belonging to SaaS applications via 

their browsers. On the event matrix, each column corresponds to a 

SaaS company, and each row corresponds to a day. For example, 

a request made by any employee of Arçelik company to 

xyzsaas.com company on 01.01.2022 via browser increases the 

number in the relevant cell on the event matrix by one.  

 
Table II 

An example of event matrix. 

Date  e.g.1.com e.g.2.com e.g.3.com e.g.4.com 

01.01. 2022 5 14 23 16 

02.01.2022 16 25 34 47 

03.01.2022 68 77 86 75 

04.01.2022 91 99 83 3 

05.01.2022 98 89 98 0 

06.01.2022 53 62 30 41 

07.01.2022 56 65 74 83 

08.01.2022 87 96 11 7 

09.01.2022 30 49 42 51 

 

Then, we converted the data into json format and sent it to the web 

service running in the cloud environment. Figure 4 shows the json 

object that belongs to the requests sent by three Arçelik employees 

to the examplesaas.com application on a daily basis. 

 
Figure 4. Json Ocject Example for Requests of the Three Arcelik Employees. 
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3.2. Preprocessing 
The data preprocessing is a crucial step in the data analysis 

pipeline, involving the cleaning and transformation of raw data 

into a format that is suitable for analysis. It is an essential phase 

that directly impacts the quality and effectiveness of subsequent 

data modeling or analytical processes. Preprocessing sub-stage 

performs the transformation and normalization of the data. 

Therefore, these processes make the data analyzable.  The key 

steps involved in data preprocessing include: 

 

3.2.1 Data Transformation 
In this preprocessing subsection, a data transformation takes 

place. The Start time (Minimum) field in the data we obtained in 

json format represents a data in timestamp format. Date is 

calculated from this timestamp data. Date data is needed because 

we analyze according to days in the analysis phase. No other type 

of data transformation is needed in this part. 

3.2.2 Normalization 
Normalization is to treat the data in a single order in cases 

where the difference between the data is too great. By applying the 

normalization process, the number group is multiplied by a fixed 

number without disturbing the ratio between them, and by adding 

a fixed number, the numbers are taken into a certain range. 

Although there are different normalization methods, min-max 

normalization is a well-known and used method. In this method, 

the largest and smallest values in a group of data are considered. 

All other data is normalized to be 0 for the smallest value and 1 for 

the maximum value, and all data is spread over this 0-1 range. We 

applied min-max normalization to the data in the K-Means 

algorithm. Normalization is not performed in other algorithms. 

3.3 Data Analysis 
In this subsection, the use of 3 different algorithms for shadow 

IT detection is explained. k-Means and IQR algorithms are 

previously known algorithms used in data clustering in the 

literature. Here, these algorithms are not used for clustering, but 

for the detection of SaaS applications that can be purchased 

without the knowledge of the IT department. The other algorithm 

is an algorithm that we proposed and we call stabilization. The 

Stabilization algorithm is an algorithm that is used to detect the 

SaaS applications currently used in Arçelik Global, the constraints 

and steps are developed by us, and we derive from the Interquartile 

Range algorithm. 

3.3.1 Analysis with k-means 
We have previously mentioned that the K-Means algorithm is 

a distance-based unsupervised machine learning algorithm that 

tries to find k number of clusters in a data set, and that these 

clusters are as separate from each other, but the elements are tried 

to be kept as close as possible. In this study, we used the K-Means 

algorithm as an anomaly detection algorithm, not as a clustering 

algorithm. In our Shadow IT detection system, our cluster number 

is one and the anomalies we are trying to detect are events that are 

far from this cluster on the event matrix. Before an event occurred 

on the event matrix, we brought all the events back 30 days in the 

relevant column where that event would occur, and ran the K-

Means algorithm on them. Since we made anomaly analysis 

separately for each column on the event matrix, this algorithm was 

applied separately for each column. Our aim is to determine a 

major cluster in each column on the event matrix and to determine 

the outlier values that are far from this cluster. In order to evaluate 

an event as an anomaly, the exact midpoint of the cluster is 

determined by the K-Means algorithm. Then, the Euclidean 

distance of all events is checked for this middle value. The 

Euclidean distance between the points p and q is given in Equation. 

d(p, q)= √p2+q2 (2) 

 

The following conditions were checked to rank the detected 

anomalies as low, medium and high. 

 

i. The Euclidean distance is between 0.75-0.85, then low. 

ii. The Euclidean distance is between 0.85-0.90, medium. 

iii. The Euclidean distance is between 0.90-1, then high. 

 

3.3.2 Analysis with IQR 
The interquartile rule is a statistical algorithm that measures the 

distribution and variability of the data by dividing the dataset into 

quarters. In the IQR algorithm, first the median of the data set is 

taken and the data is divided into three parts as first quartile (Q1), 

second quartile (Q2) and third quartile (Q3). The value of Q2 is 

directly equal to the median itself. Then, the Q1 value was 

subtracted from the Q3 value to obtain the IQR value. We added 

the IQR value to the Q3 value to obtain the upper threshold value. 

The formula we used to obtain the upper threshold value is shown 

in Equation 3. 

Upper threshold= Q3 + IQR*1.5             (3)          

 
In order to evaluate an event as an anomaly, we evaluated the 

values above the upper threshold as anomaly in the analyzed data 

set. In addition, the following conditions were checked in order 

to rank the anomalies detected here as low, medium and high. 

 

i. The values > upper threshold then low risk. 

ii. The values > (upper threshold) *2 then medium risk. 

iii. The values > (upper threshold) *4 then high risk. 

 For this algorithm, we performed a 15-day backward analysis 

on the event matrix. We ran the IQR algorithm for each column on 

the event matrix. 

3.3.2 Analysis with Our Approach 
     This proposed approach, unlike the other two algorithms, tries 

to detect continuity, not exactly an outlier anomaly on the data set. 

The basis of this proposed approach, which we named 

"Stabilization", is based on the IQR algorithm. For this algorithm, 

not the upper limit, but the lower limit and an additional tolerance 

value are used. In the proposed approach, unlike the algorithm 

above, for determining the lower limit, the IQR value is not added 

to the Q3 value, instead it is subtracted from the Q1 value. The 

formula used for the lower bound is shown in Equation 4. 

 

Lower threshold= Q3 + IQR*1             (4)          

Here, in order to decide whether a new event will be marked as an 

anomaly, it is checked whether the lower limit has been exceeded. 

If a stable request has been sent to the said SaaS application from 

within the Arçelik company in the last 30 days, we have marked it 

as an anomaly. We used the tolerance value so that the Arçelik 

company is closed on holidays, holidays and similar special days 

and no requests are made to prevent this anomaly. As a result of 

such an analysis, we decided that if the number of data below the 

lower limit determined on the 30-day dataset is more than the 
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tolerance value, there is an anomaly in the dataset. In order to rank 

the anomalies detected here as low, medium and high, first the 

tolerance value was set as 10 and the following conditions were 

checked in turn. 
 

i. High risk if the number of data below the lower limit is 

less than ((tolerance)/ 22) 

ii. If the number of data below the lower limit is less than 

((tolerance)/ 21), medium risk. 

iii. If the number of data below the lower limit is less than 

((tolerance)/ 20), that is, less than the direct tolerance, 

low risk. 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 
The proposed approach for detecting Shadow IT is an 

algorithm based on the interquartile rule statistical algorithm, 

the rules, and constraints of which were developed by us. With 

our approach, which we call stabilization, the software used by 

Arçelik employees without the permission of the IT department 

has been identified. As in other algorithms, low, middle, and 

high-risk shadow IT detections were made. Table 3 shows the 

detection results of low, medium, and high-risk shadow ITs 

with three algorithms for Arçelik company. 

 
Table III 

Some of the detected shadow IT incidents 

Domain Algorithms Count Date Importance 

E.g.1 Stabilization 915 22-05-13 High 

E.g.2 Stabilization 114 2022-05-13 High 

E.g.3 Stabilization 112 2022-05-13 High 

E.g.4 k-means 1340 2022-05-12 Low 

E.g.5 k-means 5565 2022-05-13 High 

E.g.6 k-means 2126 2022-05-13 Middle 

E.g.7 
IQR, 

Stabilization 
119 2022-05-11 High 

E.g.8 Stabilization 935 2022-05-09 High 

E.g.9 Stabilization 132 2022-05-07 Middle 

E.g.10.com k-means 128 2022-05-13 High 

E.g.11.com IQR 81 2022-05-07 High 

 
When K-Means and IQR algorithms were first to run to detect 

unauthorized SaaS software in Arcelik, it was seen that with these 

two algorithms, SaaS applications that did not only exist before 

but came into use suddenly could be detected. However, we 

needed to detect not only newly purchased applications but also 

previously purchased applications that have been in use for a long 

time. Based on this need, we developed the stabilization algorithm. 

After adding this algorithm to the system, the shadow IT detection 

approach we developed gained the ability to detect not only 

unauthorized software to be purchased after the day it was actively 

used, but also purchased and regularly used the software before the 

day it was used. According to the experimental results obtained, 

we could say that the stabilization approach detects shadow ITs 

much more than the other two algorithms and is a much more 

useful algorithm for the company. 

After detecting the shadow IT detections at Arçelik as low, 

medium, and high risk, one of the biggest problems we 

encountered was Cross-Origin Resource Sharing (CORS). CORS 

is simply a web page making a request to another web page, that 

is, to a domain belonging to that application. For example, when 

an employee requests the example1.com SaaS application, it may 

be requesting example2.com as well, regardless of the application 

that is actually making the request in the background. This request 

is stored as a firewall log. This scenario means the following for 

shadow IT: Company employee actually buys and uses the 

"example1" application, but because the "example1" application 

uses the services of the "example2" application in the background, 

it is stored in firewall logs as if the employee also purchased and 

used the "example2" application. Therefore, it is possible that the 

"example2" application will be detected as shadow IT in Arçelik 

company by the shadow IT detection system we have developed. 

To avoid this, when the system detects an anomaly, we created a 

dictionary of the most common keywords in SaaS applications that 

we know to determine whether it is a background service used by 

an application or a purchased SaaS application. We looked at how 

many times the values in this dictionary were passed in the path of 

the requests. Figure 5 shows the most frequent keywords and their 

numbers for the "vimeo.com" web request. 

 

 
Figure 5. Dictionary matches in request path. 

     In addition, by calculating how many times the subdomain 

values of the requested application are passed, we have created a 

different insight in order to determine whether the data we have is 

really a shadow IT. Figure 6 shows the number of subdomains in 

the requested web address. 

 

 
Figure 6. Subdomain counts. 

     In order to comprehensively enrich our study and develop a 

more robust analysis, we conducted a review of similar research 

efforts. Our investigation revealed a limited body of literature 

addressing the identification of shadow IT incidents, with most 

studies primarily focused on defining the concept of shadow IT. 

Notably, the works of Silic et al. [7] and Rentrop et al. [30] 

provided valuable insights into guiding our approach for this 

study. 

 

5. CONCLUSION  
In our study, we discussed the detection of Shadow IT that may 

exist within an institution with statistical and machine learning 

methods. Throughout the study, we applied one statistical, one 

machine learning algorithm and a new approach based on statistic 

to the event matrix obtained from the firewall logs of the company 

enabling the detection of SaaS applications currently used in the 

organization. In addition, we developed a detection system to 

identify SaaS applications that may be purchased without the 

knowledge of the IT department in the future. Our study is ready 

to use in the future to determine the Shadow IT situations within 

different institutions and organizations. Based on this paper, in the 

future, when it is desired to detect Shadow IT within an institution, 
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it will be sufficient to apply the detection algorithms to this event 

matrix by establishing the data pipeline in which the relevant 

institution creates the event matrix.  

Thanks to this end-to-end shadow-IT detection system we have 

developed, we have presented an effective solution in terms of 

manageable IT. Although the work we have presented is a general 

solution that can be applied by different institutions in the future, 

researchers who will apply to this study can contact the authors in 

the future as well. Based on this study, different shadow IT 

detection systems can be developed in the future using different 

algorithms (e.g. deep learning time series analysis). Within the 

scope of our study, we did not conduct a study on the actions that 

can be taken within the organization after a shadow IT incident is 

detected, but after a shadow IT incident is detected, actions such 

as legalizing this SaaS software within the organization or 

completely removing it from the processes within the organization 

should be taken, so studies can be carried out on the actions that 

can be taken against shadow IT incidents detected in the future. 
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