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Ozetce— Bu calismada, Allrecipes.com web sitesindeki yemek tariflerine ve iiyeler tarafindan verilen oylara
dayal1 bir yemek tavsiye sistemi gelistirildi. Toplam 1840 yemek tarifi (Diyabetik - Glutensiz - Ketojenik - Diisiik
Sodyum - Diisiik Kolesterol - Vejetaryen — Vegan) ve 66012 kullanici Allrecipes.com'dan web scraping yontemi
ile kazindi ve Python'da analiz edildi. En yiiksek oy (5 puan) sayisi 63.568, en az oy (1 puan) sayist ise 2.298
olarak bulundu. Veri setinde diisiik kolesterollii yemek sayisinin en fazla (324), ketojenik diyet yemek sayisinin
ise en az (210) oldugu belirlendi. Ortalama oya gore, vegan, vejetaryen ve ketojenik tariflerin en fazla tercih
edilen; diistik kolesterol ve diyabetik tariflerin ise en az tercih edilen diyet tarifleri oldugu tespit edildi. Bunun
yant sira, toplam oya gore en fazla ve en az tercih edilen diyet tariflerinin glutensiz ve ketojenik oldugu belirlendi.
Tavsiye Sistemi, Degigimli En Kiigiik Kareler (DEKK) yontemi kullanilarak olusturuldu. Diyet Yemek Tavsiye
Sistemi, kosiniis benzerlik yontemi kullanilarak gerceklestirildi. DEKK yonteminin biiyiik veri ile uygulamasi
bulut iizerinde gergeklestirildi. Modelin hata kareler ortalamasinin karekokii 0.495 olarak bulundu. Modelin
onerdigi yemekler kullanici bazli incelendi ve sonuglarin tutarli oldugu belirlendi. En ¢ok tavsiye edilen yemekler
incelendiginde, vejetaryen tariflerin ilk sirada yer aldigi; toplamda ise ketojenik tariflerin yiiksek sayida dnerildigi
goriildii. Sonug olarak, yemek tarifleri araciligiyla yiyecekler hakkinda fikir sahibi olmak ve diyetlerine gore
yiyecek se¢mek isteyen kullanicilara oneriler lireten web tabanli bir yemek 6neri sistemi olusturuldu.
Anahtar Kelimeler : Tavsiye sistemi, degisimli en kiigiik kareler, kosiniis benzerlik, biiyiik veri

Abstract— The aim of this study was to develop a food recommendation system based on the recipes on the
Allrecipes.com website and the ratings given by the members. Total 1840 recipes (Diabetic - Gluten Free -
Ketogenic - Low Sodium - Low Cholesterol - Vegetarian - Vegan) and 66,012 users were scraped from
Allrecipes.com and analysed in Python. The highest rating (5 scores) count was 63,568 while the lowest rating (1
score) count was found to be 2,298. It was observed that there are mostly low cholesterol foods (324) in the dataset
whereas there are the least number of ketogenic foods (210). Vegan, vegetarian and ketogenic recipes ranked in
the top 3 based on the mean rating. According to the total number of ratings, the most and the least rated recipes
were gluten free and ketogenic, respectively. Recommendation System was performed by using Alternating Least
Square (ALS). Diet Food Recommendation System was performed by using cosine similarity technique. The
application of ALS technique with big data was performed on the cloud. The root mean squared error of the model
was found 0.495. The foods recommended by the model were examined on a user basis and it was determined that
the results were consistent. When the most recommended foods were examined, vegetarian recipes were ranked
first, and in total, a high number of ketogenic recipes were recommended. Consequently, we created a web-based
food recommendation system that generates recommendations to users who want to have ideas about foods via
recipes and choose food according to their diet.
Keywords : Recommendation system, alternating least squares, cosine similarity, big data.

1. Introduction

Nutrition is one of the factors that significantly affect an individual's health, such as physical exercise, sleep,
and genetics, and it is the easiest factor to be changeable in our lives. That’s why small changes can have a
significant impact. Throughout human history, cooking and nutrition have been indicators of the development of
society and civilization. During the Covid-19 pandemic quarantine period, individuals returned to their home
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kitchens to prepare meals. It was found that about half of American adults started cooking at home more often by
a survey in April 2020. As a result, click-through rates of recipe websites such as Allrecipes and Tasty have
increased. Consequently, in the light of global food, material shortages and price fluctuations, it has become even
more important to help individuals cook healthy meals and improve their nutrition (Li and McAuley, 2020).
However, it is not possible to examine all of the nutrition options that are constantly increasing and make a
decision. Therefore, the only way to maximize healthy nutrition options and minimize unhealthy ones is to use
recommendation systems by taking into account user preferences. Because the selection of meals with appropriate
nutritional values depends on the individual's health conditions and food preferences. Therefore, it is important to
provide personalized meal recommendations according to individual needs (Vairale and Shukla, 2021). For
instance, it is a known fact that a personalized recommendation system would clearly provide benefits compared
to a system provide general nutrition recommendation. (Oh et al., 2010).

There are various data filtering techniques that can be used to generate recommendations, including content-
based and collaborative-based techniques that are often used in recommender systems. In this study, food
recommendation systems based on both collaborative and content-based filtering methods are developed. Accurate
recommendations are provided with the relationships established using Alternating Least Squares (ALS) which is
one of the collaborative filtering techniques. In addition, with Cosine Similarity, the foods with the similar food
content are listed as recommendations. With the ALS model, users were given the opportunity to evaluate the
foods on a scale of 1 to 5 (1: worst, 5: best). Thus, the model was retrained with the new scores added, and the
user was given recommendations for foods that he/she had not previously evaluated.

This study focuses on the development, evaluation and design of a food recommendation system. The system
generates accurate recommendations using data such as users' ratings and food contents. The recommendation
system that built with collaborative filtering addresses the data sparsity, scalability and cold-start problems of
recommendation systems. In this study, the reason for preferring the ALS method is to address the sparsity and
scalability problems of collaborative filtering. For the cold-start problem, we have used an approach to have the
user's prior knowledge. Consequently, this study presents a web-based food recommendation system using
collaborative and content-based filtering algorithms.

In the first section of the study, it was explained that why recommendation systems are needed. In the second
section, the methods and platforms used to build recommender systems were explained. In the third section, the
implementation and results were given. Finally, conclusions were presented in the fourth section.

2. Material and Methods

The flow chart of the Food Recommendation Systems application method is given below (Figure 1). Data
scraping was performed using the BeautifulSoup library to retrieve recipes (Diabetic - Gluten Free - Ketogenic -
Low Sodium - Low Cholesterol - Vegetarian - Vegan) and other features. In the data preprocessing step,
tokenization, removing unnecessary characters such as punctuation marks - emoji - numbers - symbols from
reviews, lemmatization were performed. MongoDB was used for data storage. Thus, data correction and
management operations were performed effectively. Users and recipes were analysed on the basis of ratings with
exploratory data analysis. ALS model was constructed. To create the Diet Recipes Recommendation System cosine
similarities were created for each of diet types. Both recommendation systems were deployed by using Flask
application.

Step 1: Step 2: Step 3:
Exploratory Data
Analysis with
Tableau

Web scraping recipes Data
and other features preprocessing and
using the Store data in
BeautifulSoup library MongoDB Atlas

Step 4:

Creating a
Recommendation
System with ALS in
cloud

Step 5: Step 7:

Creating a Diet Recipes Models
Recommender System with deployment
Cosine Similarity function with Flask

Figure 1. Food Recommendation Systems Application Method Flow Chart



The web scraping technique used in this study is summarized below. Recommendation systems which form the
basis of the study are explained in detail in 2.2. section of the article.

2.1. Web Scraping:

Generally, data scraping is the process of extracting, obtaining, copying, scanning or collecting data from
websites or internet-related sources. It is called web scraping, as well (Lawson, 2015).

Rapid developments in technology have made the information on the internet dynamic and transformed it into
a real-time information source. We can now access information on the internet with a browser (Google Chrome,
Safari, Mozilla Firefox, etc.) (Lawson, 2015). Mitchell (2018); “If the only way to access information on the
Internet is through a browser, you are missing a wide range of possibilities”. Browsers are better for viewing and
reading data. But web scraping techniques are excellent at quickly collecting large amounts of data or databases
without a series of adverts and suggestions of other popular sites (Mitchell, 2018). In this study, Beautifulsoup
library in Python was used to scrape data.

2.2. Recommendation Systems:

Currently, consumers and businesses are faced with the problem of high-speed data growth (Li et al., 2018).
This problem makes it difficult for users to find the product they are looking for on the internet. Recommendation
systems, which emerged as a solution, increase the satisfaction of the user by making the recommendation in the
best and shortest way, and besides increase the profit of businesses (Bozkurt and Act, 2021).

Personalized recommendation systems are information filtering. It tries to find what is interesting for a user
from a large number of items (food, film, music, book, website, news, etc.). The score or rating of an item for the
user indicates the user's degree of interest. With the recommendation system, an item that the user has not used
before can be predicted and the items with the highest ratings can be recommended to users (Xie et al., 2016).

For example, a user who wants to cook/eat is looking for a food that he/she will like, filters the foods he/she
finds with various parameters such as ingredients, cooking time, etc., and may ignore a food that he/she may like
very much in terms of content. Recommender systems can recommend a food that the user may like but has never
tasted before (Bozkurt and Aci, 2021).

Recommender systems are generally divided into 3 types (Ozcan and Celik, 2018; Bozkurt and Ac1, 2021):
- Content-based Filtering
- Collaborative Filtering
- Hybrid Filtering
In this study, we used content-based and collaborative filtering methods.
2.2.1. Content Based Filtering

In content based filtering, recommendations depend on users' previous preferences. The item description and
the profile of the user (which item they rated for) play an important role. Content-based filtering algorithms try to
recommend items based on the count of similarities (Thorat et al., 2015). For example, if film A, which a user
preferred in the past, has common features (content, genre, etc.) with film B, film B is also recommended to that
user (Ozcan and Celik, 2018).

In the study, we used cosine similarity technique which is one of content based filtering methods. Cosine
similarity (CS) is a measure of the similarity between two vectors of an inner product space (Philip et al., 2014).
Similarity is measured by the cosine of the angle between two vectors and determines whether two vectors point
in roughly the same direction (Han et al., 2012).

When each element in the system is considered as a vector, the similarity between these vectors is given below;
Xy =1 XiY;

Cos(6) =

Xi: X user's rating for it food,
Yi: Y user’s rating for i food,

|IX|| denotes the length of the vector (Philip et al., 2014; Han et al., 2012; Fathollahi and Razzazi, 2021).



A cosine value of 0 means that the two vectors are at 90 degrees to each other (orthogonal) and are not similar.
When the cosine value is closer to 1 the smaller the angle and the greater the similarity between the vectors (Philip
et al., 2014; Han et al., 2012; Fathollahi and Razzazi, 2021). CS is independent of vector size (Kaya, 2019).
According to the degree of similarity found, a recommendation list is created by ranking the foods in descending
order (Giindogan and Kaya, 2021).

In the study, a Diet Food Recommendation System was established by creating cosine similarity functions for
food recipes belonging to 7 diet types.

The details of the other filtering method used in the study are explained below.
2.2.2. Collaborative Filtering

Collaborative Filtering is the process of filtering and evaluating items based on peoples' views and opinions
(Schafer et al., 2007). With the Collaborative Recommender System:

- Prediction for a specific item: Predicting the ratings of other items based on the ratings the user has given to items
(Linden et al., 2003).

- Recommending an item: Ranking the predicted items to create a list of items that may be useful (Linden et al.,
2003; Sarwar et al., 2001).

Although this filtering method has advantages, it has some problems. These problems are:

Data sparsity: As the number of products in the system increases, the proportion of products rated by the user
decreases and accordingly, the relationship calculation becomes difficult.

Scalability: It is generally valid for large databases and can be defined as the prolonged running time and
decreased performance of recommendation system algorithms due to the size of the dataset.

Cold Start/Early-rater: The system cannot draw any inferences for users or items about which it has not yet
gathered sufficient information. In this case, the system cannot produce accurate and strong recommendations
because it does not have prior knowledge of the user/item. The most commonly used solution is to present a certain
number of random items to the user at the beginning and ask them to rate. In this way, it is aimed to create an
initial profile for the user (Unald1, 2022).

In this study the reason for using the ALS technique is that it is a model-based method. With the model-based
method, even though the data is sparse, the relationship can be calculated by estimating the ratings. In addition,
since the ALS technique uses parallel calculation, the scalability problem is prevented. To solve the cold start
problem, users were asked to rate on 5 different foods in the developed web application. The system is designed
to recognize the user and recommend foods suitable for his/her profile. This approach is called Personalized
Recommendation System. As a result, despite the disadvantages of collaborative filtering, the recommendation
system was able to generate recommendations by using a model-based technique and adopting an approach to
obtain user prior information.

2.2.2.1. Model Based Method: Alternating Least Squares

ALS is a technique for training data and finding similarities based on matrix factorization. Matrix Factorization
based methods are frequently used due to time saving and scalability (Unaldi, 2022). These methods aim to find
latent user-item relationships (hidden factors) in user rating matrix (Jiang et al., 2020). Users or items with the
same factors are assumed to be similar (Uluyagmur, 2012).

High similarity between item and user factors leads to a recommendation (Koren et al., 2009). The model-
based method builds a learning model using the user's previous ratings to predict the ratings of items that the user
has not rated before (Barakat, 2020).

A basic matrix factorization model can be explained as below:

Users and items to be represented in a common f dimensional hidden factor space,
y; : Element vector containing each element (i) in the matrix Y(n X k) , y; € R/
x, ¢ User vector containing each user (u) in the matrix X(m X k) , x,, € R/

The interaction between the user u and the item i, 7,,; = xIy; , gives the rating matrix that shows the user's
interest in the item (Koren et al., 2009).

Q : All item and user pairs,

(rui — xLy;)? : Lose function,



A : Regularization coefficient

(|, |?+1y;|?) : Penalty term, the error function is calculated by assigning random values to the nulls in the
rating matrix which is divided into two smaller matrices by matrix factorization. Thus, when learning the latent
factors, it is necessary to find the lowest value of the error function (Awan, MJ. et al. 2021, Koren, Y. et al. 2009).
Lambda is used to prevent the factors from taking too large values with the penalty term. In this way, the overfitting
problem is overcome (Xie et al., 2016; Uluyagmur, 2012).

LOY) = ) (g = Ky + A+l

u,leQ

To solve the model, first when y; is constant x,, is calculated and when x,, is constant y; is calculated, hence
the method is called as “Alternating”.

LX) = Z(Tui — x,y)? + M, |?
i€Q
LY) = Z(Tui —x,¥:)? + Myil?
ieQ
Now, the equation becomes a quadratic function. The process continues stepwise until the equation converges
to a minimum (Chen J et al., 2017).

The partial derivative of x,, and y; sets equal to 0. Consequently, x,, and y; are found, where / is the unit matrix
of rank k, 7, and r; is the u‘" and i*" row value of the R matrix, respectively (Chen J et al., 2017).

X, = (YTY + )Y,
yi = (XTX + }\I)_lXTTi

The algorithm is iterated until it reaches the specified maximum cycle or error rate (Chen J et al. 2017). Finally,
the matrices are multiplied again and the empty values in the rating matrix are predicted (Nguyen, 2021). As a
result, 7,;, rating matrix is predicted for recommendation to users. Thus, data sparsity is avoided (Xie et al., 2016).

3. Application and Results

3.1. Data Scraping from Allrecipes Website

Data scraping was performed from www.allrecipes.com website containing recipes. The variables obtained in
the data scraping process are food name, total number of ratings, total number of reviews, total preparation and
cooking time (minutes), energy value and nutrients, ingredients, recipe, user name, user rating and user reviews.

One of the features of the dataset is users. The feature refers the users name who reviewed about that food.
Since rate, user id and food id are required in ALS analysis, we changed the size of the dataset by using user_id.
In the new dataset, the feature shows how many times the food name is repeated. For instance, the food named
Vegan Chocolate Cake was repeated as many times as the number of users who rate on it (Table 1). This structure
was made for each food. The dataset was prepared for ALS analysis by assigning IDs to food names and users.

Table 1. The instance of the dataset for ALS

foodame users rating
Vegan Chocolate Cake KADart05 5
Vegan Chocolate Cake Abztrakt 3
Vegan Chocolate Cake ginny 1647 5

Vegan Chocolate Cake Amber Waite 5
Vegan Chocolate Cake flying chef 5
Vegan Chocolate Cake JILLITH 5

Vegan Chocolate Cake LAURIESUE 5



Vegan Chocolate Cake Whrenwraith 5

3.2. Exploratory Data Analysis

The user’s name of all users who comment on the website without being a member is automatically registered
as "Allrecipes Member". This causes that the same user to be recorded as giving different rates for the same food.
Therefore, Allrecipes Member users were deleted from the dataset.

In the study, there were seven diet types to create a Diet Meal Recipe Recommendation System using the CB
technique, including diabetic, gluten-free, ketogenic, low-sodium, low-cholesterol, vegetarian, and vegan. Since a
food can be categorised as more than one type of diet, the same food and the same user names were removed from
the dataset. This implemented only in the ALS method. Thus, the problem of duplicate in the data set was
prevented.

The range value of the rating score given by the users is observed as 1-5. The highest rating (5 scores) count is
63,568 while the lowest rating (1 score) count is found to be 2,298. (Figure 2).

Figure 2. Distribution of ratings

In Figure 3, it is observed that there are mostly low cholesterol foods (324) in the dataset whereas there are the
least number of ketogenic foods (210).
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According to the mean rate, vegan, vegetarian and ketogenic recipes are the most preferred while low
cholesterol and diabetic recipes are the least preferred diet recipes. Low cholesterol has the highest number of
recipes (Figure 3) but is the least preferred (Figure 4). This is explained by users giving low ratings to these recipes.
Despite the low number of vegan, vegetarian, and ketogenic recipes, they rank in the top 3 based on the mean
rating which is explained by high ratings for these recipes (Figure 4).
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Figure 4. Diet types by mean rate

The names of the users who rated the recipes the most and the least are given in Table 2. In the table, out of
total number of 66,012 users, only the 5 people who rated the recipes the most and the 5 people who rated the least
are shown. When the values in the table are examined, for instance, the number 126 corresponding to the user

Sarah indicates how many foods she rated for.

Table 2. Some users who rate the most and the least

Users Total Rating for Foods
naples34102 171

Sarah 126

Jillian 122

Laura 115

Jennifer 114

Lisa Howard 1

‘Lil T 1

MJ 1

-steve- 1

In terms of the total rating, the most and least preferred foods and the total of ratings given to these foods are
shown in Table 3. In the table, out of total number of recipes, only the 5 most and the 5 least rated foods are shown.



When the values in the table are reviewed, for instance, the number 942 corresponding to the food name Sauteed
Apples shows how many ratings were given in total.

Table 3. Some foods rated the most and the least

Food Name Total Rating
Sauteed Apples 942
Chef John's Shakshuka 940
Scott Ure's Clams And Garlic 940
Applesauce 940
Refried Beans Without the Refry 938

Keto Coconut Shrimp
Jicama Tortillas

Orange Surprise Pops
Basic Ketosher Omelette

—_ = NN

Keto Flappers

The most and least preferred foods according to the mean rating are given in Figure 5. According to figure, 8
recipes are shown out of the total recipes. The first two most preferred foods (Colored Sugar - Mom's Sushi Rice)
can be categorised as "foods that children like". The least preferred foods can be categorized as "sports meals"
(Pepper Salad - Overnight Slow Cooker Apple Oatmeal).

food_name

Colored Sugar

Mom'’s Sushi Rice

Feta and Olive
Meatballs

Indian Style Sheekh
Kabab

Healthier Oven
Roasted Potatoes

Pepper Salad

Overnight Slow
Cooker Apple Oatm..

Jicama Tortillas

0
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Figure 5. Some foods with the highest and lowest mean rating

Diet recipes according to the total number of ratings are given in Figure 6. The most and the least rated recipe
is gluten free and ketogenic recipes, respectively. For instance, the count of ketogenic recipes and the total ratings
given to these foods are low, but they are the one of the most preferred recipes according to the mean ratings shown
in Figure 4. This is because the ratings given to the recipes are high.
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Figure 6. Total ratings of diet types

3.3. Results of Food Recommendation System Analysis Using ALS Technique

Before the ALS technique was applied, the dataset was divided into two parts as training and test set at a ratio
of 0.8 and 0.2 using the randomSplit function. 10-fold cross validation was applied to the training set using the
numFolds function. ParamGridBuilder function was used to achieve the best results for all hyperparameters. In
order to find the optimal food recommendation system model, the root of the mean squared error (RMSE) was
used as a model performance evaluation criterion. RMSE results according to the different hyperparameters are
shown in Table 4.

Table 4. RMSE Results
Rank maxlter regParam RMSE
25 75 0.05 1.257
5 10 0.3 1.160
5 10 0.5 1.154
25 10 0.05 0.571
50 100 0.03 0.542
25 20 0.03 0.524
25 20 0.05 0.523
50 50 0.03 0.519
50 20 0.05 0.510
50 20 0.03 0.499
50 10 0.03 0.495

Table 5. shows the optimum values of the hyperparameters for ALS technique.

Table 5. Optimum Hyperparameter Values for ALS

Analysis

Rank (Number of hidden factors) 50
maxlIter (Number of iterations) 10
regParam (Regularisation Parameter, 1) 0.03




Based on these findings, it is necessary to test the consistency of the foods recommended by the model with
a group of users. For example, in Table 6 below, the model provides the top 5 food recommendations for a member
with user id=7244 based on user ratings.

Table 6. Top 5 food recommendations for user id=7244

Userid Recommended foods Recommended prediction
7244 Easiest Asparagus Recipe 3.893
7244 No-Churn Keto Ice Cream 3.874
7244 Crystallized or Candied Ginger 3.957
7244 Sarah's Ambrosia Fruit Salad 3.889
7244 One-Pan Keto Chicken Breast with Vegetable Ragout 4.016

To make a comparison, the average rating for each food in the table above was calculated. The results are
shown in Table 7. Upon examination, it is observed that the average ratings for these foods are high. Therefore,
the top 5 food recommendations with the highest ratings are accurate for this user.

Table 7. Mean rating of the recommended foods for user id=7244

Recommended foods Mean rating
Easiest Asparagus Recipe 4.73
No-Churn Keto Ice Cream 5.0
Crystallized or Candied Ginger 4.58
Sarah's Ambrosia Fruit Salad 4.78
One-Pan Keto Chicken Breast with Vegetable Ragout 4.78

To perform a reverse check for the second user with user id=3918, first, the foods rated by this user are shown
in Table 8 below.

Table 8. The foods rated by user id=3918
User id Rated Food Rating

3918 How to Make Pico de Gallo 2

In Table 9, the list of foods recommended to this user by the model is provided.

Table 9. Top 5 food recommendations user id=3918

User id Recommended foods Recommended prediction
3918 Yummy Korean Glass Noodles (Jap Chae) 1.961
3918  Keto Chicken-Broccoli Casserole 1.957
3918 Air Fryer French Fries 1.951
3918 Roasted Garlic-Parmesan Fingerling Potatoes 1.938
3918  Keto Margarita 1.264

To check the results, the average rating for each recommended food was calculated. When the results in Table
10 are examined, it is explained that the recommendation of these foods with low predicted values is due to the

high average ratings for these meals. Therefore, the top 5 food recommendations with the highest ratings are
accurate for this user.
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Table 10. Mean rating of the recommended foods for user id=3918

Recommended foods

Mean rating

Yummy Korean Glass Noodles (Jap Chae) 4.92
Keto Chicken-Broccoli Casserole 4.73
Air Fryer French Fries 4.90
Roasted Garlic-Parmesan Fingerling Potatoes 4.89
Keto Margarita 4.93

Table 11. Most recommended foods and diet types

When examining the most recommended food recipes and the diet types of these foods, the following results
are obtained (Table 11).

Most recommended foods Diet type
Roasted Garlic-Parmesan Fingerling Potatoes Vegetarian
Keto Mushroom-Stuffed Chicken Breasts Ketogenic
Air Fryer French Fries Low cholesterol
Keto Margarita Ketogenic
Keto Lemon-Garlic Chicken Thighs in the Air Fryer Ketogenic
Keto Chicken-Broccoli Casserole Ketogenic
Easy Gluten-Free Carrot Cake Gluten-free
Yummy Korean Glass Noodles (Jap Chae) Vegan
Steel-Cut Oats and Quinoa Breakfast Diabetic
No-Churn Keto Ice Cream Ketogenic
Manhattan Clam Chowder Diabetic
Cheesy-Crust Skillet Pizza Gluten-free
Rebekah's Keto Egg Casserole Ketogenic
Air Fryer Baked Potatoes Vegetarian
Keto Cinnamon Granola Ketogenic
Easter Grain Pie Vegetarian
Maple Syrup Taffy Low cholesterol
One-Pan Keto Chicken Breast with Vegetable Ragout Ketogenic
Meyer Lemon Avocado Toast Vegan
Keto Shrimp Scampi with Broccoli Noodles Ketogenic

When the results are examined, it is observed that vegetarian recipes rank first, and in total, a high number
of ketogenic recipes are recommended. According to the graph provided in Figure 4, both the ketogenic and
vegetarian diet types were found to have high average ratings. Therefore, the recommendation system model
recommending these recipes also supports exploratory data analysis results. It is believed that the high
compatibility of ketogenic diet foods with many diet types has led users to choose this diet type to a large extent,
which in turn affects the recommendation system.

3.4. Deployment Recommendation System Model

The recommendation system based on the ALS Model and the Cosine similarity has been deployed. The
following steps were followed in the user-side deployment of the model created using the ALS technique (Table
12).

Table 12. Steps Followed in Deployment ALS Model

Step 1. Rating 5 foods from the current food list on a 5 scale

Step 2. Adding the rates of the selected foods to the data set

Step 3. Retraining the model with new rates added

Step 4. recommendForAllUsers() function to recommend foods for new users that they
have not rated for before

Step 5. Displaying the recommended food list by pressing the Recommend me! button.
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The following steps were followed in the user-side deployment of the Diet Recipes System created using the
CS technique (Table 13).

Table 13. Steps in the Diet Recipes System Deployment

Step 1. The user is asked what he/she wants to eat and a one-word answer is expected from the
user.

Step 2. The user is asked to choose one of the 7 diet types.

Step 3. Displaying the recommended food list by pressing the Recommend me! button.

3.5. Big Data Technologies and Flask

The application of ALS technique with big data was performed on the Databrick Community Edition platform.
Mongo Database Atlas was used to store the data. Flask was used to develop a web application for Food
Recommendation Systems. Python was used in the backend part of the application development and Javascript
was used in the frontend part. Table 14 gives steps of web application in Flask.

Table 14. Web Application Steps in Flask

Step 1. Loading 7 datasets containing diet types and 7 cosine similarity functions into the Flask
Step 2. Loading the entire data set for the ALS model into the Flask

Step 3. Loading the names of the foods to be listed on the interface into the Flask

Step 4. Creating the app.py file that will contain all Python code

Step 5. Importing 7 cosine similarity functions with other libraries to be used

Step 6. Creating a style.css page in the static folder for easier visual styling of web applications
Step 7. Creating the home.html page in the templates folder to create the home page of the ALS
model

Step 8. Creation of the ALS model

Step 9. Create the output.html page in the templates folder to create the page where the ALS
model food recommendation list will be displayed and route the ALS model to this page

Step 10. Creation of the form_index.html page in the templates folder to create the home page of
the recommendation system (Diet Recipes) created using cosine similarity

Step 11. Create the result_rec.html page in the templates folder and route the system to this page
to create the food recommendation list to be obtained by cosine similarity

Step 12. Creation of back.jpg and backpic.jpg images in the static folder to be used in HTML
pages to place background images

4. Conclusions

The goal of this study is to develop a food recommendation system based on the recipes and rates are given by
the members of the Allrecipes.com. We used CS function for diet recommendation system and ALS for model-
based recommendation analysis on this data. We aimed to discover hidden user-item relationships in matrix by
using ALS model and the food which users would like were recommended. Besides, we recommend foods based
on the food content similarities by using CS.

In this study, ALS method solves the sparsity and scalability problems of collaborative filtering that’s why we
prefer the method. At the same time, we solved the cold-start problem of collaborative filtering with the approach
of rated on the foods to the users. This gave us the opportunity to get to know the user.

In the data, food name, total number of ratings, total number of reviews, total preparation and cooking time,
energy value and nutrients, ingredients, recipe, user name, number of user rating and user reviews were assessed.
According to the average rating, the first two most preferred foods (Colored Sugar and Mom's Sushi Rice) were
categorised as "foods that children like". The least preferred foods (Pepper Salad and Overnight Slow Cooker
Apple Oatmeal) were categorised as "sports meals". Considering the diet types, low-cholesterol recipes, while
being the most numerous, are one of the least preferred diet types by users based on average ratings. This can be
explained by the low ratings given to these foods. In terms of the total number of ratings, gluten-free recipes were
received the most rating, while ketogenic recipes were received the fewest. However, it was observed that
ketogenic recipes are one of the most preferred recipes based on the average rating. This is because these recipes
received high ratings.

12



In this study, we used Big Data analytics techniques for recommendation. For this purpose, Mongo DB was
utilized to store the data and ALS analysis was performed with SPARK on the Databrick Community Edition
which is a cloud based big data platform. The ALS model was created with hyperparameters are found 5 for rank,
10 for maximum iteration and 0.03 for regularisation parameter. These hyperparameters are optimum for the ALS
model since we used parameter grid builder to find optimum results for each hyperparameter. When the
recommended foods by the model were examined on a user basis, it was found that the results were consistent.
When the most recommended meals were examined, vegetarian recipes ranked first, and in total, a high number
of ketogenic recipes were recommended. The fact that the recommendation system model suggests these recipes
also supports the exploratory data analysis results. It is believed that the high compatibility of ketogenic diet meals
with many diet types has led users to choose this diet type to a large extent, which in turn affects the
recommendation system. Based on the obtained results, a web-based application was developed using Flask. The
diet food recommendation application can be accessed at https://dietrec-3fdabc09¢990.herokuapp.com

Consequently, we created a web-based food recommendation system that generates accurate recommendations
to users who want to have ideas about foods via recipes and choose foods according to their diet.

Appendix A: The Github links
Appendix B: Web Applications Interface
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Appendix A:

In this study, the codes were written in Python Programming Language. In Flask, we used the syntax to create
web applications of recommendation analyses. For the purposes of the study, first part of the syntax is for Diet
Food Recommendation System performed by cosine similarity technique. Second part of the syntax is for Food
Recommendation System implemented by using ALS technique. This part is a slightly confusing but it’s extremely
readable.

You can access full codes and details by visiting our GitHub account: https://github.com/aarare/dietreconly

and https://github.com/aarare/recfoodonly

Moreover, you can visit our Tableau account of the recommendation analysis dashboard:
https://public.tableau.com/app/profile/merve.cengiz/viz/DashboardofFoodRecommendationAnalysis/Dashboard1

Appendix B:

For our purposes on applications, we mainly interested in the design of interfaces of both recommendation
analyses. The interface of the ALS Model is shown in the figure below (Figure 7). In the Food Recommendation
System, users can select and rate desired foods from the drop-down menu, and when they click the "Recommend
me!" button, a list of recommended foods is displayed (Figure 8). This application runs in the localhost. But for
diet food recommendation system, we created a web application for everyone to access.

What kind of food do you like? Let's Rate! ¢ 7
B,
|D\abet|c—Fr|end\y Apple Muffins - | Rate
)
|Keto Breakfast Frittata v | Rate K
| Slow Cooker Barbeque ~ | Rate
|
[ Air Fryer Ravioli ~ | Rate
|Vegetab\e Pizza | ~ | Rate

If you wish, you can check out the foods above at
AllRecipes!

i Recommend me!
|
!

M=

A

Figure 7. Food Recommendation System Interface
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Recommended for You!

foad Name  Ingredients Recipe Cooking  Nutrition
Time
Chatfles with 1 large egg.1 tablespoon blanched aimond Whisk togather egg. almond flour. and baking powder, St in mozzarella cheese and set batter aside. Preheat a waffle iron according to manufacturer’s instructions. Spray both sices of the ) 132 calories protein
Aimond Flour  flows Y% teaspoon baking pawder¥: cup preheated waffl iron with cooking spray. Four 1/2 of the batter onto the waffle iran and spread it out from the center with a spoon. Close the waifle maker and cook until chaffle reaches your 10,8 carbohydiates 2g
shredded mozzarella cheese.cooking spriy desired doneness. about 3 minutes. Carefully il of J epea! Batter. Allcw chaffles to cool for 2 10 3 minutes, and they will begin 1o crisp up. fat 9g cholestero|
11.1mg sodium
2708mg
Keto Chorizo- 3 bell peppers - halved, seeded. and stems Set an aven rack about 6 inches from the heat source and prehest the over's brole, Line a baking sheet with parchment paper. Place bell peppers, cut-side down, o the prepared baking 5 267 calories protein
Stuffed remaved aluminum foild eggssalt and ground  shest.Place i the prehested oven and broil, watching carefully, untl the skins begin to bubble and tum dark brown. about 3 minutes. Remove snd place browned peppers in a bowl, Cover 16,3 carbahydiates
Pappers black pepper to taste.] dash hot pepper sauce  with aluminum foil and set aside to cool, Leave the broiker on.Meanwhile, whisk togsther ggs. hot pepper sauce. sait, and pepper in 3 bowl. Brown chorizo in 3 large nonstick skillet over Sdgfat214g
(e.g. Tabasco™) (Optional).¥ pound choriza medium heat, breaking up any large pieces as you go, about 4 minutes. Add egg mixture to the skillet and cook until eggs have set, about 2 minutes. Remove from heat and stir in drained cholesterol 1545mg
sausage % cup pico de gallo saksa, drained¥s  pico de gallo. Remove as much skin as possible from the cooled pepper halves. and place each half on top of one of the cups of a 6-cup muffin pan. Fill each pepper with chorizo-egg mixture sodium 7129mg
cup guated Cheddar cheese and sprinkle with Cheddar cheese. Place in the aven and broil until cheese mels, about 1 minute, Serve immediately:
Magle and 1% cups watecH cup Quick-cooking ats.1 Bring water 10 a boil, Add aats and cook, stiming. for 1 minute. Remove from heat and st in brown sugar and maple syrup. Let sit until desived thickness i reached. 210 3 minutes. 3 334 calories protein 8
Brown Sugar  tablespoon packed dark brown sugar carbohydrates 67.3g fat
Oatmeal tablespoon magle syrup 4g sodium 19.9mg
Sweetbreads 1 pound beef sweetbreads Y cup all-purpose  Tear the sweatbread apart inta 1 inch sections. Discard the stringy ligaments that hald it together. Rinse with water a5 you go. Dip the shightly wet sweetbreads into flour, Heat 1/2inch of oilin 25 373 calories protein
flowe 1 cup oi for frying,salt and pepper to alarge heavy skillet. Fry the sweetbraads in the hot cil until golden brown. turing once. Remove from oil. and drain on paper towels. Season with salt and pepper to taste. 1549 carbohydrates
taste 119g fat 288
cholesterol 253 1mg
sodium 103.3mg
Sauerksautfor 50 pounds cabbage.1 pound canning salt Remave outer leaves and any undesirable portions from firm mature hesds of cabbage wash and drsin. Cut into halves or quarters remove care. Use 3 shredder or sharp knife to cut esbbage 2 33 calories protein 1.8g
Canning into thin shreds sbout the thickness of a dime.nin a large bowl. thoroughly mix 3 tablespoons sait with 5 Ibs. shredded cabbage. Let saited cabbage stand for several minutes to wilt sightly carbohydrates 7.8g fat

this allows packing without excessive beeaking or brusing of the shreds.n Pack salted cabbage firmly and evenly into a large, clean pickling container. Using a wooden spoan, tapper or hands,
press down firmly uniil the juice comes to the surface.n Repeat shredding, salting and packing of cabbage until the container is filled to within 3 to 4 inches of the top. I jusce does not caver
cabbage. add brine: 1 1/2 tablespoons salt to 1 quart water bring brine to a boil cool.n.Cover cabbage with muslin or cheesecloth and tuck edges down against the inside of the container.
Wieight down cabbage under brine. Formation of gas bubbles indicates fermentation is taking place. Remove and discard scum formation each day. A room temperature of 70 degrees to 75
degrees F is best for fermenting cabbage. Fermentation is usually complete in 3 to & weeks.nTO CAN: Ering sausrkraut to 3 simmer (185 to 210degrees F). Do not boil. Pack hat cabbage into
hot jars, leaving 1/2 inch headspace, Remove air bubbles. Adjust caps. Process pints 15 minutes, quarts 20 mirwtes, in 3 beiling water cannern

0.1 sodium 1583 Tmg

| want to try again

Figure 8. A list of recommended foods for new user

In Diet Food Recommendation System (Figure 9), for interactive application for users you can directly type
one word then choose a diet type of your choice below. There must be a one word in the field, for instance please
try the followings; banana, bread, chocolate etc. When you click the "Recommend me!" button, a list of
recommended foods is displayed (Figure 10). For now, just be aware that since the size of the data is large the
response time will be long. The diet food recommendation application can be accessed at https://dietrec-
3fdabc09¢990.herokuapp.com
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Food Name:

Comed Best
Polato Pancakes

Amazing Almand
Flow Pancakes
(Guten-Free ang
PaleoFriendy)

Tingredent
Pancakes

i W Thawksaina

Ingredients

3 madium potatoss, shiedded.2 gresn onons,

Welcome to Diet Food
Recommendation System

FoodMagic

L . |

pancake

Do you have any chronic disease?

§
5

Please select type of your diet
O Diabetic @ Gluten Free O Ketogenic O Vegetarian
O Low Cholesterol O Low Sodium O Vegan

+ 4

Figure 9. Diet Food Recommendation System Interface

chopped % (12 ounce)
broken o very smail chunks, 1 egg.sait and
peper Io taste. 4 cup vegetable ol

1 cup almand flour 1

Recipe Time  Nutrition Facts Review
{min)
s il e green omionz, comed bast, andsgg. Sessonwin 30 yumemy | out used le# over comed maat (not the cannsd type) which |
bal sized balls_ Heat the il In a skiliel ever 16, carbobydrales  Ihink added o It - | Rave also mate (his replacing ihe grated polatae with mashed - et was even befter ()
medium heat mmsmumammam—mmmhmma 2889, fat g
‘spatuia, and fry 7 minules on Each side, unéi crisp and golden brown. Deain on paper cholesterol B2 6mg;
towels. Sodum 450 8mg

375 degrees F (130 degrees C). Whisk almond flour, 57 calores; protein Very gaod gluten free pancakes, befter than any mix I've trled. | used agave syup Instead of huney and milk

ehvps (such as Enjoy L#eB). of mors o taste
(Optiona), 4 teaspoon bakng s0da 1 pinch
381 pinch ground cnnamen, ot 1o taste
(Opbonal), 1 egg. 1 egg whie, 1 tablespoon
hianey,2 easpacns vanila exract % cup
water, o as nesded

1 1arge ipe banana,2 eggs, leaspaon baking
pawder,1 pinch ground cnaman (Oglianal) 2
teaspocns bultter, or a5 needed

instiad of waler Since Ihar s sugar in he batter | recommend coking Ihen al a lows lemperature, medium
lowr sedting, to awaK! buming them. ()

26g cartonycrates
6.6g: fat 2; chalssterot

mmmump‘ baking 50da, sall, and cinnamon 10gethe: in a bowl, Whisk 699, 659
‘s, noney, and vanilla exiract logether n & ssparate bowl. S flour mbdure o

g mixture, aiding enough water Io reach o pancake baties consisiency Drep baller Semg. sodum

by largs spoonfs onto the prepared griddle and cook unti pancakes are goidan 286mg

Browm 8nd edges are ary, 310 4 minules. Fip 8nd cook Ul LAowned on e ofer

side, 2103 minutes. Repeal wilh remaining batter

Mash banana in 2 bawi using a fork, add eggs, and 2 Mmenment | could eat ese ihe calories and carbs

atlos woll, Hea buliot in 3 skilel over medium haal Spoon batier il the hot buter 7.1g. carbonydrates geat alornative, wmmlﬁ-wl‘mzmmmltwmb_dmlhhh\mi 50 make 5178 your banana is

‘and conk unti bubkées form end the edges are dry, 210 3 minutes. FIp and coak urtl 16.49; ta19.3g; raaly rge. rasay (wasm reaty sure how much ta

browned on the other side, 2 10 3 minutes. Repeat with remaining batier cholesterol 195 8mg. ended 2 thema the
sodum 13mg texture s a il “stcky” and they really grip the spatula, 5o | ended up Using spatulas and that workad well. My

frs couple came oul a e dark, but | ented up Bnding that cooking them at med-law heal (istead of meium)
for mins por side &id the rick This ene s a keeper! Tharik you rapaadraaming for the fabulous racipe! ()

= &=

D O

Find me a recipe

Figure 10. A list of recommended foods
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