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A BST R AC T  

Today, the increase in the number of people and advances in industry and technology cause an 

increase in the number of wastes generated with the acceleration of production. It is important for 

the future of our country and the world that these wastes are more easily identified and recycled. In 

the process of recycling wastes, the classification of wastes as well as their collection require costly 

energy and manpower. Wastes are basically separated into paper, plastic, glass, and metal. Various 

studies have been carried out to complete these processes in a shorter and easier way with 

technologies such as artificial intelligence, deep learning, and image processing. In this study, waste 

detection was performed using YoloV3, an artificial intelligence network model frequently used in 

object detection, using a specially created dataset and global datasets. Also, a dataset of paper, 

plastic, and food and beverage wastes that are common in the environment was created. In this 

dataset, paper cups, plastic water bottles, and fast food wastes were detected from different locations 

in nature and photographed. These images were labeled, trained, and tested with YoloV3 deep 

learning algorithms. In addition, in order to compare the performance of the new dataset, studies 

were conducted on a global dataset used in the literature. As a result of the studies, it was observed 

that it was successful in classifying the newly created dataset and the global dataset. 

Keywords: YoloV3, Garbage detection, Garbage dataset.

 

1. Introduction 

Since the beginning of nature, various wastes have developed while living things on earth continue to 

carry out their essential functions. The development of robots, the creation of intelligent machines, and 

advancements in engineering all contribute to making life easier for people as time goes on and 
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technology advances. As in all facets of life, these developments have begun to be applied to the 

identification, collection, and recycling of waste. Waste is currently gathered and dumped in landfills. 

In these areas, a variety of reclamation projects are being completed. Examples of reclamation work 

done in landfills include recycling, incineration, and composting, which is the decomposition of organic 

wastes by microorganisms when they are reacted with in an oxygenated environment [1]. Some of these 

areas have waste areas covered and have been planted. Methane gas is now created after waste is 

gathered and handled in various ways. This gas is used to create electricity. The majority of the 

electricity requirements in the areas where these facilities are located are satisfied in this way. These 

storage spaces also provide a solution to the issue of waste collection. Additionally, avoid environmental 

harm from waste and the issue of unsightliness. People classify waste in these facilities. Workers 

separate different types of waste, including glass, paper, plastic, batteries, etc. The system suggested in 

this paper offers a solution for the problem of decomposition [2]. Wastes of all kinds, including toxic 

wastes, medical wastes, industrial wastes, and others, are created. In our nation, waste workers are 

responsible for collecting trash. Workers in the waste industry can be categorized as either permanent 

employees or temporary employees. The technique used for waste collection directly relates to the city's 

level of development [3]. On Earth, millions of tons of waste are produced every day. According to 

studies, paper and plastic make up the majority of the waste that is gathered. According to the research 

done in our nation in 2014, paper and cardboard make up 40.7% of the domestic waste collected from 

municipalities, and plastics make up 30% [4]. There are nations in the world that use the technique of 

sorting and getting rid of waste during the collection phase. While this process is currently carried out 

by humans, it is anticipated that, within the parameters of the study and with technological 

advancements, robots will be able to perform it. According to technological advancements, 

mechanization will increase in many areas, including the process of collecting waste [5]. Through 

artificial intelligence, machines are being taught to perform their tasks more humanely. Both supervised 

and unsupervised methods are used to accomplish this. The first approach involves teaching by naming 

various phenomena. The machine predicts a phenomenon based on what it has previously observed. The 

second approach is to instruct without defining the phenomenon. By grouping related features, learning 

occurs. Semi-supervised learning is possible by combining the two techniques. In this learning process, 

the learning process is realized, and 50% of the data is labeled. K-Nearest Neighbor (KNN) and SVM 

(Support Vector Machine) are two artificial neural network techniques and applications that have been 

developed. Typically, these techniques fall under the category of machine learning algorithms [6]. 

Machine learning algorithms make a prediction on the created model [7]. The neural networks in the 

human brain serve as the foundation for machine learning. A subset of machine learning known as "deep 

learning" was developed as artificial neural networks were further developed [8]. Convolutional Neural 

Networks (CNN), which stand for deep learning, have been used in many computer vision applications, 

including face recognition, text detection, target detection, etc. The process of detection using techniques 

derived from mathematical models based on human experience is known as machine vision [9]. Deep 

learning utilizes a layered architecture to process input data and produces more accurate results. 

The studies conducted by designing autonomous vehicles and robots for waste sorting and waste sorting 

using deep learning models in the literature were analyzed. Alawi et al. [10], classified waste using CNN 

in their study. In their study, they used Alexnet, DenseNet121, and SqueezeNet algorithms from pre-

trained networks. In the study, they used the waste classification data dataset made available for open 

access on the Kaggle website and used a total of 22564 images in two classes: recyclable and organic 

wastes. They divided 10% of the images as test data, 20% as validation data, and 70% as training data. 

According to the performance results obtained at the end of the study, the highest classification 

performance was achieved with the DenseNet121 pre-trained network, with an accuracy of 94.10%. 

With the other networks used in the study, SqueezeNet and Alexnet achieved 91% and 92% accuracy, 
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respectively. Ramsurrun et al. [11], used a deep learning model to classify waste images into five classes: 

plastic, metal, paper, cardboard, and glass. It uses a trained machine-learning algorithm to perform 

object recognition. In their study, they used the Trashnet dataset, consisting of 2527 images divided into 

6 classes. 70% of the dataset was used for training and 30% for testing. The proposed SVM, Sigmoid, 

and Softmax classifiers are tested with 12 different transfer learning techniques, and the highest result 

is obtained in the VGG-19+Softmax algorithm with an accuracy of approximately 87.9%. Assis et al. 

[12], in their study, developed a system that recognizes waste and collects it through an autonomous 

waste collection vehicle. The robot is connected to a Raspberry Pi device, ultrasonic sensors, and an 

Arduino UNO. The robot is programmed to stop when an object is detected at a distance of 20 cm or 

less from the ultrasonic sensor, and when the robot stops, the object detection module activates the robot 

arm. The object image is detected by a web camera. They used the YoloV3 real-time deep learning 

algorithm to distinguish the detected object image from other objects. In the study, they used a self-

selected dataset divided into 5 classes: bottle, can, food package, paper ball, and plastic ball. The images 

were manually labeled with LabelImg. As a result of the study, they achieved 93% accuracy. 

Koganti et al. [13], in their study, divide waste into biodegradable and non-biodegradable. In the study, 

images in the outdoor environment are taken with a Raspberry Pi (a SSD-Mobilenet trained model is 

pre-loaded) and the camera connected to it. Using the MobileNet deep learning algorithm in Rasperry 

Pi, the detected objects are classified into two different classes: biodegradable and non-biodegradable. 

The model gives results only for non-biodegradable waste. The test accuracy of the previously trained 

MobileNet network model was 99%. Zhihong et al. [14], realized a robotic sensing system for waste 

sorting in their study. The system consists of three main structures: a recognition module for waste 

detection, a transportation module for waste transportation, and a capture module for waste collection. 

The two main networks that make up the Fast-RCNN architecture were implemented with Region 

Proposal Network (RPN) and VGG-16 models, and these models were used for object recognition 

(bottle) in the study. 

Different object detection studies with deep learning algorithms were also conducted, and model results 

were compared. In addition, different autonomous vehicles were designed, and different data sets were 

used in these studies. Khanum et al. [15], trained a ResNET convolutional neural network to drive an 

autonomous vehicle by lane control on a Udacity simulation. The study provided a network model 

trained to prevent traffic accidents that may occur in situations such as driver inattention by lane control, 

resulting in high achievements. In the study, the Udacity simulator was used by considering driving 

situations and target situations such as steering angle throttle, brake and speed.    The images stored in 

the folder are saved as a csv file. The data is decomposed as 80% training and 20% testing. The model 

result showed that 0.81% of the time the vehicle correctly planned its movement to avoid leaving the 

lane. Turgut et al. [16], conducted a study for search and rescue activities under the rubble caused by 

natural disasters. It is very dangerous to work in risky areas as a result of natural disasters. Semantic 

classification of the ramps and obstacles in the tracks facilitated the robots' operations in these areas. 

The data obtained with 2b laser gives information about the height at which the ramps are located. In 

this study, semantic classification of planes such as ramps, floors and walls were performed with 

PointNET, Dynamic Graph Convolution Network (DGCNN), PointNet++ and PointCNN deep learning 

models. ESOGU RAMPS dataset was used. 581 data were used for training while 100 were used for 

testing. High performance was obtained in all CNN models used. The highest performance was obtained 

in the DGCNN model with 99.9%. Yao et al. [17], proposed a machine vision-based vehicle detection 

system for smart cities in their study. In the study, it was determined that the traditional YoloV3 

algorithm is not a preferred method for fast-moving and small-sized vehicles. For this reason, the model 

created by adding one more convolution layer to the original YoloV3 layer was used. The study uses 

1642 photographs of traffic vehicles taken from the internet. Labeling was done in Pascal VOC format. 
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The model achieved an accuracy of 91.01% (mAP). Rajesware et al. [18], used transfer learning methods 

to detect Alzheimer's disease, which is very difficult to identify and diagnose. In this context, they used 

techniques such as VGG-19, VGG-16, ResNet50, and Xception. The dataset used for the study is ADNI 

brain MRI images. 80% of the data was used for training and 20% for testing. The highest accuracy was 

obtained in the VGG-19 model with 98%. 

In the literature, there are also studies that use data sets generated by waste but use algorithms other than 

deep learning models. In the studies, systems proposed for waste sorting, waste collection, and 

controlling waste levels in waste bins were mentioned.  

Ravanan et al.   [19], proposed an IoT-based smart waste monitoring system. The system monitors waste 

bins with ultrasonic sensors and provides information about the amount of waste through a web page. 

Their proposed system consists of a PIC microcontroller, GSM module and wifi module. When the 

measured waste level in the waste bins is equal to the width of the waste bins, the data sent to the server 

alerts the authority via the internet. The system proposed by Amitha et al. [20] determines the level of 

waste in the waste bin with the help of sensors. It checks whether the waste bin is full or empty. It 

classifies the waste as dry or wet and sends a message to the user when it detects that the waste bin is 

full. Authorities have access to the information that the system is full or empty at any time. Thus, the 

need for unnecessary use of waste collection vehicles is eliminated. Bai et al. [21] designed a deep 

learning-based robot that automatically collects waste from lawns. GPS measurement module, 

navigation module, sensing module, map module, and driving module are used in the robot. In the map 

module, the environment to be cleaned is defined for the robot. The sensing module is used to understand 

whether the detected object is an object or ground. ResNet-34 is used in the architecture of the network. 

If the detection module does not work correctly, it will perceive a non-waste object as waste. For this 

reason, a data set consisting of 5 waste classes and 1 non-waste class was used. It consists of 40,000 

training images and 7,000 test images. The robot was tested in a playground. Experimental results show 

that waste recognition accuracy can reach up to 95%. Yuan et al. [22] designed a robot for cleaning 

swimming pools. It is important to clean swimming pools that have been in continuous use for a short 

time. The robot can be controlled by a wired remote control with a wheeled movement feature. It also 

consists of hydraulic push and movement mechanisms. The control box provides control of the robot, 

while the power supply provides power for the robot. The monitor displays the working environment in 

time with the camera of the robot body. The water passing through the filter is sent out by the pump of 

the robot body. 

In the second part of the study, the dataset created specifically for the study and the global dataset used 

for comparison purposes are analyzed in detail. This section also focuses on the data labeling processes 

and the complexity matrix. Furthermore, this section provides a detailed review of the Yolo v3 network 

structure. The third section presents the results of the experimental studies and describes the results in 

detail. The fourth and final section summarizes the overall conclusions of the study. 

2. Material and Method 

2.1. Custom Dataset 

In this study, two distinct datasets are used to compare deep network model outputs and draw 

conclusions using performance metrics. The first data set was specifically created for the study, whereas 

the second data set was created using data that was widely available. Paper cups, plastic bottles, and 

waste food and beverage packaging make up the majority of the waste images in the dataset created for 

the study. Three classes make up the data set that has been prepared for the study. Paper cups, plastic 

bottles, and other trash are separated from it. The data set for other wastes includes bags, cardboard, 
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food and beverage packaging, etc. 1225 images in total were used. These photos are unique ones that 

were taken in the study's setting. It consists of 250 waste images, 500 plastic bottle images, and 500 

paper cup images. The most frequent items found in the environment, such as food and beverage 

packaging and fast food packaging, are included in the data set for the other waste class. The images 

have a resolution of 1200x1599 and are in jpg format. The waste found in places like playgrounds, street 

sides, and school gardens was photographed to create the images. The dataset created especially for this 

study will be made public and shared on a global scale. 

 

Figure 1: Examples from the custom dataset 

2.2.  Global Dataset  

The publicly accessible Trashnet dataset was also used to compare the outcomes of the networks used 

in the study. [23]. There are 2527 images total in this dataset. The 512x384 dataset was captured in 

natural light and under artificial lighting, and it was printed on a white poster board. Images from six 

categories of waste-glass, paper, cardboard, plastic, and metal—are included in the dataset. 1000 images 

from the Trashnet dataset were used to create a more precise comparison with the dataset produced for 

the purposes of the study. Only images from the global dataset that belonged to the classes of paper, 

glass, and metal were chosen.  

 

Figure 2: Examples of the global dataset's images 

2.3.  Labeling The Dataset 

Paper cups, plastic bottles, and other waste were the three categories into which the data set that was 

created for the study was labeled. Glass, paper, and metal were assigned to images from the Trashnet 

dataset. MakeSense.AI (MSA) was used to manually label the data [24]. 70% of the labeled data was 

used for training, 20% for testing, and 10% for validation. After the labeling process, the program 
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generates the dataset for the study as a.txt file. The values of the image are stored in this file as matrices. 

The data consists of the object's ID, the x and y axes' centers, and its width and height. 

 

Figure 3: Labeling images with MSA 

 

2.4. Confusion Matrix  

In machine learning and deep learning algorithms, where results are obtained through mathematical 

calculations from a set of outputs, the confusion matrix is a performance metric. The estimated and 

actual values from the algorithm are combined in four different ways in the matrix. A dataset of 400 

images, 200 of which included paper cup images and 200 of which did not, was created. The confusion 

matrix depicted in Figure 7 was used to calculate the deep learning network's performance after training 

and testing on this dataset. 

 

Figure 4: Confusion matrix 
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The matrix represents the following four states:  

True Positive (TP): The prediction of the data that includes a picture of a paper cup is referred to as 

"the one with a paper cup" in this situation. 

 True Negative (TN): "No paper cup" is another name for the prediction of the data that does not include 

a picture of a paper cup.  

False Positive (FP): "With a picture of a paper cup" is the prediction made for data that does not contain 

a paper cup.  

False Negative (FN): Data with an image of a paper cup is predicted to be "an image without a paper 

cup." 

 These numbers are used to calculate various performance metrics in the confusion matrix [25]. 

𝑆𝑢𝑚 = 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁  

𝑅𝑒𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 𝑇𝑃 + 𝐹𝑁                    (1) 

𝑅𝑒𝑎𝑙 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 𝑇𝑁 + 𝐹𝑃  

 

Accuracy: Refers to how accurate the model is all in all. It is calculated by multiplying all of the matrix's 

data by the accurate forecasts. In Equation 2, it is specified. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
               (2) 

 

Recall: The percentage of correct values that are classified as correct is known as sensitivity, and it is 

expressed as a recall metric. It appears in equation three. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
               (3) 

  

 Precision: a way to gauge how well and how poorly all outcomes are predicted. In Equation 4, it is 

specified. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                (4) 

 

F1- Score: The harmonic mean of the sensitivity and sensitivity of the score is F1. In Equation 5, it is 

specified. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (5) 

 

2.5.  Artificial Intelligence 

With the introduction of the "Turing test" in the 1950s, Alan Turing first laid the groundwork for 

artificial intelligence, which now encompasses the fields of machine learning and deep learning [26]. 
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The idea of artificial intelligence is based on the artificial working structure of neuron cells in the human 

brain and is derived from the idea of intelligence. Science has greatly benefited from understanding how 

the human brain functions in order to train machines [27]. According to a recent report, thinking robots 

could be created by imbuing machines with emotions as a result of the human brain's similarities to 

machines [28]. With its historical development, artificial intelligence has become specialized in machine 

learning and deep learning. By processing large amounts of data collected on a variety of topics in 

machine learning algorithms, intelligent results can be produced [29]. Deep learning performs training 

and results with its multi-layered architecture, which is acknowledged to produce more accurate results 

than machine learning [30]. 

 

 

Figure 5: Artificial Intelligence and subclasses 

2.6.  Yolo version 3 

Different deep learning algorithms have been developed up to this point. Yolo is one of the most 

successful and quick algorithms. This is because the algorithm only takes into account the image's 

bounding boxes as a whole [31]. A real-time object detection algorithm called YoloV3 was created by 

Redmon et al. in 2018 [32]. Both the performance and the object detection rate are quite high. YoloV3 

was developed using the Yolo and YoloV2 network models [33]. Furthermore, Yolo V3 [34] used 

Darknet-53 as a backbone network to replace Darknet-19 [35], [36]. Yolo networks perform very well 

in fast object detection and especially in real-time object detection [37]. The YOLOv3 network was 

chosen because it uses Darknet-53, which is a better backbone than YoloV2, and uses a single-stage 

CNN network and a feature extraction network [38], [39].  

The COCO dataset is utilized by the initial YoloV3 architecture. TensorFlow and the DARKNET 

libraries' networks were used to train this dataset. The 200,000 images in the COCO dataset, which 

includes 80 different objects, were prepared for detection, tracking, and classification. An open source 

dataset is COCO [40]. The object is divided into regions by the algorithm. Bounding boxes, which are 

drawn around the object in a region, are created. In order to determine the likelihood of discovering the 

object, calculations are performed on the marked boxes. For each object, the marked boxes determine a 

confidence score. The percentage of time that the algorithm is confident that the data is present in the 

grid is represented by the confidence score [41]. An image is provided to the algorithm as input data. 

The image is set to be 32 pixels wide and has multiples. The Darknet-53 CNN model is utilized by the 

YoloV3 algorithm as a feature extractor. Consequently, an additional 53 layers are added to the object 

detection algorithm [42]. The Yolo layer makes use of the features that were extracted from the 

convolution layer (darknet-53). By using pre-trained weights for object detection, the network in the 
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Darknet 53 layer is taught how to extract features. There are a total of 106 convolutional layers in the 

YoloV3 architecture. As seen in Figure 5, YoloV3 employs feature pyramid networks (FPN) to find 

objects at three different scales. The input image is divided into 52×52 boxes at scale 3, 26×26 boxes at 

scale 2, and 13×13 boxes at scale 1. This results in the detection of the smallest objects at scale 3 and 

the medium-sized objects at scale 2. The algorithm executes the output process by executing specific 

steps on each of these three scales. The overlap between the estimated bounding box value (Intersection 

over Union, IoU) and the actual area value of the object is used to calculate the confidence score. The 

same object is enclosed several times in the marked boxes if more than one output vector detects it. 

Application of the Non-Maximal Suppression (NMS) algorithm The calculated threshold value is used 

to delete checked boxes that fall below it. 

 

 

Figure 6: Output of the YoloV3 network 

 

3. Experimental Results 

3.1. YoloV3 Training Phase  

To train the YoloV3 network, files called "obj.name," "obj.data," "generatetrain.py," and 

“generatevalidation.py” are created. The names of the classes used in training are listed in the 

“Obj.names” file in the labeling order. The number of classes, the training and validation file paths, the 

path to the file containing the class names (obj.names), and the path to the folder where the weights 

produced as a result of the training will be saved are all contained in the “object.data” file. The training 

data set access codes for DarkNet are written in a file called "Generate_train.py." The code for DarkNet 

to access the validation file is contained in the file "Generate_validation.py." The preparation of the file 

with a ".cfg" extension is the final step in the algorithm's preparation. By reading this file, the algorithm 

creates the network. The batch parameter is the parameter that specifies the number of images processed 

at the same time. It is set to 1 to increase the training speed. The "batch" parameter divides the data set 

into portions for training. We train using these chunks. The batch parameter specifies the part size and 

is assumed to be 1 during the test phase. The max batch value is used to prevent overfitting by controlling 

the number of batches during the training phase. The value of Max_batches is determined. It conveys 

the parameter size's maximum value. "class_number * 2000" is the formula used to calculate this value. 

In single-class algorithms, it is interpreted as 4000. Calculating "Steps = 4800, 5400" involves 

subtracting 80% and 90%, respectively, of the value of max_bathces. " (Number of classes + 5) * 3" is 

the formula for the filter parameter.  The final three convolution layers at the bottom have their filter 

values changed. The DarkNet weights to be used as a feature extractor are first downloaded to begin 

training in the Colab environment, which enables us to run Python codes directly through the browser 

used in studies such as machine learning and data analysis. This comes after the file preparations are 

complete. The Open Source Computer Vision Library (OPENCV) is configured for the Graphics 
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Processing Unit (GPU). By connecting to the Drive environment, images and labeling files that have 

been prepared for training and validation are moved to the data folder in DarkNet. “obj.names, obj.data," 

generate train and validation files, and the ".cfg" file created at the start of the training are transferred to 

DarkNet. 

 

Figure 7: Example of project files. (a) Obj.names file. (b) Obj.data file. (c) cfg file. 

 

3.2. Training Results 

The Mean Average Precision (mAP) values obtained from the original dataset created for this study 

using the YoloV3 algorithm using 3 different classes, including paper cups, pet bottles, and other wastes, 

are provided in Table 1.

Table 1: Performance results of the classes as a result of training from custom dataset. 

 mAP TP FP 

Paper Cup 100.00% 201 3 

Pet bottle 98.34% 203 2 

Other trash 76.91% 96 38 

The most precise prediction value for each class in the specially created data set was 203 for the pet 

bottle class, according to Table 1. When the results from images with and without objects are compared, 

it can be seen that the other waste class has the highest error value. 38 is this value. The paper cup class 

received the best performance value of 100% out of the three classes' AP scores. The F1 Score, Recall, 

and Precision values of the network after training all classes with the Yolov3 algorithm are shown in 

Table 2. 

Table 2: Overall performance result obtained as a result of training from custom dataset. 

 Recall Precision F1-Score 

Custom Data Set 0,94 0,92 0,93 
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In the study, 500 data points were correctly predicted. 43 data points were found to be present even 

though they were not objects. In 31 image data points, although there was a labeled object, it was found 

to be absent. In the testing process of the YoloV3 network model trained with the dataset prepared for 

the study, 175 test data sets are used, different from the data used for training and validation. The results 

obtained from these data are given in Table 3. 

Table 3: Performance results of the classes as a result of test from custom dataset. 

 F1-Score Precision Recall 
Paper Cup 0,9902 0.9712 1,0000 

Pet bottle 0,9804 0.9712 0,9902 

Other trash 0,3902 0,2682 0,7164 

The highest accomplishments belong to the paper cup class, per Table 3's results. The pet bottle class 

had an accuracy value of 0.98, the paper cup class had an accuracy value of 0.99, and the other waste 

class had an accuracy value of 0.39. The high values obtained in the test results are a result of the patterns 

on the paper cups being similar to the data in the paper cup dataset. Table 4 provides the test performance 

results for the entire YoloV3 network.

 

Table 4: Overall performance result obtained as a result of test from custom dataset. 

 F1-Score Precision Recall 
Custom Data Set 88.111 73.682 90.220 

 

In the study, the network's mAP value of 86.45 was calculated from test results using various images 

from 175 training and custom datasets. There are tables of the results obtained using the deep learning 

network models and the custom dataset. Below are some images that were validated using the YoloV3 

algorithm using a custom dataset. Figure 8 displays the results of testing the YoloV3 network model 

that had been trained on a single image. 

 

 

Figure 8: Images from test results produced with a custom dataset. 

 

According to these values, the highest value belongs to the images belonging to the paper cup class and 

then to the pet bottle class. The high performance in the paper cup class is due to the similar external 

designs of the paper cup objects in the images. The high number of similar images resulted in high 
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performance when the network was tested with new data that was similar to the images in the trained 

dataset. The lowest value belongs to the food packaging belonging to the other waste category. This is 

due to the fact that the other waste dataset consists of multiple different types of data with low similarity. 

The fact that this data set category does not belong to a single standard in terms of similarity means that 

training with very different data and testing with very different data again reduces the network 

performance by one level. According to the training results, it is seen that higher achievements are 

obtained when the real area overlaps with the predicted area. The higher achievements obtained from 

the paper cup class are due to the fact that the objects in the training and test images are similar; the 

difference is due to the object shape, color, and pattern, and these options contain less different 

formatting compared to other datasets. The data for the YoloV3 architecture training and testing process 

with the global data set are given in the tables below. Performance values of 700 data points used in 

training are given in Table 5.

 

Table 5: Performance results of the classes as a result of training from global dataset. 

 mAP TP FP 

Glass %95. 11 42 9 

Metal %95.83 35 3 

Paper %96.13 33 0 

When the training data set was used, the best performance was obtained from the paper data set when 

the correct prediction for each class was proportional to the number of data sets. None of the images 

without the paper dataset were identified as having paper. The highest AP value was obtained from the 

paper dataset. 

 

Table 6: Overall performance result obtained as a result of training from global dataset. 

 Recall Precision F1-Score 

Global Data Set 0.90 0.90 0.90 

Table 6 shows the training network performance metrics of the YoloV3 algorithm. Precision, recall, and 

F1-score values were obtained as 0.90. In the results of the study, 122 correct predictions were made. 

For 12 images with the labeled object, the prediction was made as no object.  

 

Table 7: Performance results of the classes as a result of test from global dataset. 

 F1-Score Precision Recall 

Glass 0.8636 0,7600 1,0000 

Metal 0.8510 0,7407 1,0000 

Paper 0,9050 0,9048 0,9048 

 

The highest success rate of the test result of the global dataset is obtained from the glass class. The mAP 

value of the glass class was obtained as 1.0000. The results of the test dataset, consisting of images 

different from the images in the training and validation datasets, are given in the tables below. 
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Table 8: Overall performance result obtained as a result of test from global dataset. 

 F1-Score Precision Recall 

Global Data Set 87.722 80.183 96.825 

 

Figure 9: Test result images obtained using global dataset. 

.

 

As a result of the test study with the global dataset, the individual results of the prediction of the sample 

images of the metal, paper, and glass classes that are not included in the dataset are given in Figure 9. 

The sample image belonging to the glass class was predicted correctly at a rate of 0.50. The sample 

image belonging to the metal class was predicted correctly with a prediction rate of 0.79, and the paper 

class was predicted correctly with a prediction rate of 0.95. The highest prediction success was obtained 

in the paper class. 

Table 9: A comparison table of the results obtained in the study with the literature. 

Authors Year Network Model Data set mAP(%) 

Carolis et al. [43] 2020 YoloV3 Trashnet 59.57 

Lin et al. [44] 2022 Yolo-Green Trashnet 78.04 

Mao et al. [45] 2022 YoloV3 Trashnet 81.36 

Zhang et al. [46] 2022 Yolo-Waste Trashnet 93.12 

Proposed Method 2023 YoloV3 Trashnet 96.67 

Proposed Method 2023 YoloV3 Custom 86.45 

 

The comparison of the obtained results with the literature is shown in Table 9. When the table is 

analyzed, it is seen that Yolo-based deep learning networks have achieved quite high performance 

compared to the studies on the Trashnet dataset. 

4. Conclusion 

In this study, a system that classifies the wastes that are found in settlements has been developed. In the 

developed system, an algorithm that includes transfer learning techniques from deep learning network 

models and the CNN algorithm is proposed. The networks used in the study were trained and tested 
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using two types of data sets. The first data set used is a data set consisting of glass, plastic, and paper 

waste prepared for the study. The other dataset used is the globally published Trashnet dataset. It consists 

of six classes: glass, paper, cardboard, plastic, metal, and waste. Considering the performance results, 

the results obtained with the dataset prepared for the study are generally higher than the performance 

metrics obtained from the Trashnet dataset. The reason is that the integrity of the images in the dataset 

prepared for the study is higher. In this sense, the dataset prepared for the study has a privileged aspect 

in the category of images that increases its performance. 

5. Declarations 

5.1. Study Limitations 

The findings of the study show that nowadays it is of great importance to automatically detect, collect, 

and recycle waste. With the development of artificial intelligence, this is now possible. However, a data 

set is needed to train the AI. Considering that the waste data set is quite small today, it is thought that 

the waste data set created in this study will contribute significantly to the field. 
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