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Abstract 

Prediction of precipitation at locations that lack meteorological measurements is a challenging task in hydrological applications. In this 

study, we aimed to demonstrate the potential use of multiscale geographically weighted regression (MGWR) method used to predict 

precipitation based on relevant meteorological parameters. Geographically weighted regression (GWR) is a regression technique 

proposed to explore spatial non-stationary relationships. Compared to the linear regression technique, GWR considers the dynamics of 

local behaviour and therefore provides an improved representation of spatial variations in relationships. Multiscale geographically 

weighted regression (MGWR) is a modified version of GWR that examines multiscale processes by providing a scalable and flexible 

framework. In this study, the MGWR method was used to predict precipitation, which is an essential problem not only in meteorology 

and climatology but also in many other disciplines, such as geography and ecology. A meteorological dataset including elevation, 

precipitation, air temperature, air pressure, relative humidity, and cloud cover data from 184 stations in Türkiye was used, and the 

performance of the MGWR was assessed in comparison with that of global regression and classical GWR based on root mean square 

error (RMSE), Nash-Sutcliffe efficiency (NSE), and correlation coefficient (R) calculated between measured and simulated 

precipitation. The RMSE values calculated for the global regression, GWR, and MGWR methods were 4.64 mm, 3.53 mm, 2.9 mm, 

respectively. NSE values and R values were -0.63, 0.03, 0.35 and 0.04, 0.42, 0.63, respectively. These results demonstrated that the 

MGWR model outperformed other approaches in precipitation prediction. 
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Introduction 

Meteorological data have a wide range of applications 

across various domains, such as meteorology, hydrology, 

water resource planning, forestry, ecology, agriculture, 

and climate change analysis. The magnitude and variety 

of data on meteorological parameters, such as 

precipitation, air temperature, and evaporation, are 

diverse and growing every day. Precipitation is the most 

important meteorological parameter affecting the water 

cycle and is an important aspect of the Earth's climate 

system. Precipitation ensures that water moves between 

the atmosphere, land, and the oceans. Its distribution and 

availability also influence the local and regional climate 

by causing extreme hydrological conditions, such as 

floods and droughts. Precipitation also plays a vital role in 

the maintenance of Earth’s water supply. Thus, accurate 

and reliable rainfall measurements are essential for water 

resource management and agricultural practices. Both 

meteorologists and decision makers always demand a 

higher spatial and temporal accuracy of precipitation. 

There may be hundreds of precipitation stations in a 

region, and precipitation data are collected at particular 

points (stations). Although the number of stations is high, 

the data received from these stations can represent the 

points where they are located, and the level of 

representation for the points without station data may be 

low/insufficient. Today, applications in many different 

areas, for example, in water resource planning, require 

numerical solutions for spatially scattered parameters. 

Therefore, spatial analysis using point data creates large 

uncertainties for many hydrological applications.  

Approximating precipitation over locations where direct 

field observations are not available is one of the most 

important and challenging tasks in meteorology and 

hydrology. The spatial characteristics of precipitation 

have been examined using various hydrological research 

techniques (Mays, 2001). Classical techniques include 

statistical analysis of precipitation data (e.g., arithmetic 

mean), where the spatial characteristics of precipitation 

data are ignored. In recent years, advances in geographical 

information systems have increased the use of different 

spatial interpolation techniques (such as kriging and 

inverse distance weighing). Precipitation data have spatial 

and temporal characteristics; therefore, the inclusion of 

these characteristics in data analysis can improve the 

accuracy of precipitation prediction (Ashiq et al., 2010; 

Brunsdon et al., 2001; Celik et al., 2014; Diodato, 2005). 

Meteorological events occur on different spatial and 

temporal scales. Unfortunately, most meteorological 

measurements are obtained at or near settlements because 

of access to energy sources and operational flexibility. 

However, hydrological processes occur at the basin level, 
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where hydrological inputs are needed at desired temporal 

and spatial scales. Therefore, to take into account different 

scales, in this study, we examine the applicability of 

multiscale geographically weighted regression (MGWR) 

(Fotheringham et al., 2017) for the prediction of 

precipitation in ungauged locations, where there are no 

meteorological measurements. 

GWR was used to model spatially varying relationships 

(Fotheringham et al., 2002; Lu et al., 2017). The GWR 

method has a wide range of applications in various fields. 

It has been used to predict the soil total nitrogen of a 

region (Wang et al., 2013), predict cancer risks (Hsueh et 

al., 2012), analyze dengue fever cases (Zhang et al., 

2011), and model hotel room prices (Wei and Qi, 2012), 

etc.  

There are different variations of the GWR model in the 

literature. One of them is the mixed geographically 

weighted regression, which takes some of the explanatory 

variable coefficients as either constant or spatially 

varying, and is proposed to analyze spatial non-

stationarity (Brunsdon et al., 2001; Leong and Yue, 2017). 

A conditional GWR was proposed to select the bandwidth 

for each variable (Dong et al., 2018). A geographically 

weighted ordinal regression (GWOR) model was 

proposed to handle ordinal categorical variables (da Silva 

and de Oliveira Lima, 2017). Geographically weighted 

beta regression (GWBR) was proposed to model spatially 

varying rates and proportions (A. Fotheringham et al., 

2015). Geographically and temporally weighted 

regression (GTWR) was proposed to handle the temporal 

dimensions of the data (Ma et al., 2018). The FastGTWR 

method was proposed to accelerate the GTWR model 

(Taşyürek and Celik, 2021). RNN-GWR algorithm was 

proposed to handle frequently updated data (Tasyurek and 

Celik, 2020). Grid-based GWR (Harris et al., 2010), 

distributed GWR (Hung Tien et al., 2016), and parallel 

GWR of FastGWR (Li et al., 2018) were proposed to 

accelerate GWR models. 4D-GWR was proposed to 

consider the altitude and temporal and spatial dimensions 

of the dataset (Tasyurek and Celik, 2022). In this study, 

we propose the use of the MGWR (Fotheringham et al., 

2017) method to analyze meteorological data. The 

MGWR determines the bandwidth of each scale to 

improve the prediction accuracy. 

Method 
Geographically Weighted Regression (GWR) 

In this section, the details of GWR and MGWR methods 
are described. The GWR, which is based on standard 
multiple-parameter regression, aims to analyze locally 
spatially varying relationships (Fotheringham et al., 
2002). In GWR, the coefficients are not constant (Eq.1).  

𝑦𝑖 = ∑ 𝛽𝑗(𝑢𝑖 , 𝑣𝑖)𝑥𝑖𝑗 + 𝜀𝑖
𝑚
𝑗=0 (Eq.1) 

In Eq. (1), (ui, vi) represents the location of the regression 
point i, yi represents the dependent variable, xij (j = 1, ..., 
m) represents the independent variable, βj represents the

coefficient of regression, and i represents the error.

In GWR, there is only one bandwidth and its optimal 
value is calibrated using AICc (Eq.2). In trials, the 
bandwidth, which minimizes AICc is selected as the 
optimal bandwidth. 

𝐴𝐼𝐶𝑐 = 2𝑛𝑙𝑛(�̂�) +  𝑛𝑙𝑛(2𝜋) + 𝑛
𝑛+𝑡𝑟(𝑆)

𝑛−2−𝑡𝑟(𝑠)
(Eq.2) 

In the equation, n is the number of observations, σ̂ is the 

estimated standard deviation of the error term, and tr(S) 

refers to the trace of the hat matrix. In MGWR, there is 

more than one bandwidth to be optimized and therefore, a 

different strategy is needed to calibrate the bandwidths. 

Multiscale Geographically Weighted Regression 

(MGWR) 

Multiscale geographically weighted regression 

(MGWR), an extension of the classical GWR model, was 

proposed by Fotheringham et al. (A.S.  Fotheringham et 

al., 2017). Classical GWR assumes that the spatial scale 

is fixed for all processes, and a single optimal bandwidth 

is found for the processes. In contrast, MGWR assumes 

that different spatial scales can be used for different 

processes, and a bandwidth vector is used whose 

elements represent the spatial scales of different 

processes (Eq. 3) (A.S. Fotheringham et al., 2002). 

𝑦𝑖 = ∑ 𝛽𝑏𝑤𝑗(𝑢𝑖 , 𝑣𝑖)𝑥𝑖𝑗 + 𝜀𝑖
𝑚
𝑗=0 (Eq.3) 

In Eq. (2), the regression coefficient βbwi includes bwj, 
which represents the bandwidth used for determining the 

j
th

 conditional relationship.

To calibrate the MGWR model, a back-fitting algorithm 
is used. It maximizes log-likelihood and is generally used 
in generalized additive models (GAM). In the algorithm, 

the term βbwi xj in MGWR is represented as the  j
th

 additive

term of fj of GAM, as shown in (Eq.4). 

𝑦 = ∑ 𝑓𝑗 + 𝜀𝑚
𝑗=0 (Eq.4) 

In the first iteration of the back-fitting algorithm, it 

produces the optimal bandwidths (bw0, bw1, ..., bwm) by 

regressing on every x variable using GWR one by one. 

That is in one of the iterations, the GWR is run for m times 

to generate m optimal bandwidths for each x variable. The 

iteration continues until a stopping criterion is satisfied. 
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Fig. 1. Stations used 

Fig. 2. Training Data Used 

Experimental Evaluation 

The performance of the MGWR model was compared 

with those of global regression and classical GWR on 

a meteorological dataset. The comparison was 

done based on root mean square error (RMSE), 

Nash-Sutcliffe efficiency (NSE), and correlation 

coefficient (R) calculated between measured and 

simulated precipitation. In the remainder of this 

section, the dataset used is introduced, model settings 

are discussed, and experimental evaluations are 

presented. 

Dataset 

The data used in this study was obtained from the Turkish 

State Meteorological Service (Fig. 1, Fig 2). The dataset 

included data from 184 stations   on the daily timescale. 

Altitude, air pressure, relative humidity, air temperature, 

and cloud coverage were used as independent variables, 

and the value of precipitation was estimated using these 

variables. Data were normalized before the experimental 

evaluation.  The methods were trained by using data from 

data from  30.03.2010 and tested using data from 

01.04.2010.  
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The statistical characteristics of the meteorological data 

are provided in Table 1. Precipitation values ranged from 

0 to 143 mm while air temperature values were between 0 

and 17 oC. The average air pressure was 924 kPa, the 

average relative humidity was 70% and the average cloud 

cover was 5.  

Table 1. Statistical Characteristics of the Data Used 

Parameter 
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Precipitation (mm) 0 147 8 15 

Air Pressure (kPa) 771 1020 924 65 

Relative Humidity (%) 40 99 70 10 

Air Temperature (oC) 0 17 9 4 

Cloud Cover  0 7 5 2 

Model settings 

This study aimed to predict the precipitation of a location 

using the altitude and meteorological parameters of 

average air pressure, average relative humidity, average 

temperature, and cloud coverage. The precipitation 

estimation model can be expressed as follows in mode 

(Eq.5):  

Total_precipitationi=β0i+β1iAltitudei+β2iAir_Pressurei 

+β3iRel_Humidity +β4iTemperaturei+β5icloud_coveragei. (Eq.
5)

In the equation, i is the regression point and βs are the 
coefficients.  

Fig. 3. Global Regression Residuals Fig. 4. GWR Residuals 

Table 2. Comparison of methods based on different 
evaluation criteria 

Evaluation Criteria/Method NSE RMSE r 

Global regression -0.63 4.64 0.04 

GWR 0.03 3.54 0.42 

MGWR 0.35 2.90 0.63 

Fig. 5. MGWR Residuals 

In order to find the bandwidth and the coefficients of the 

variables, meteorological records of 184 stations collected 

on 30.03.2010 were used. A one-day record of 101 stations 

with precipitation parameter values from 01.04.2010 was 

used as the test data. In the GWR model, the coefficients 

vary for each point. The coefficients of the other points 
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within the bandwidth were directly proportional to their 

distances. While the points close to each other affect each 

other more, distant points affect each other less. The 

optimal bandwidth for the GWR was found to be 168 km. 

In the MGWR method, the bandwidth is determined 

separately for each variable. MGWR algorithm finds the 

optimal bandwidth for bw0 as 183 km and the optimal 

bandwidth for the variables of altitude, air pressure, air 

temperature, and cloud coverage as 60, 183, 183, 183, and 

183 km, respectively. 

Experiments 

Experiments were performed to determine the residuals of 

the models by measuring the difference between the 

precipitation amount measured at the stations and the 

precipitation amount obtained by the methods. The RMSE, 

NSE, and R values of the methods were calculated for 

global regression, GWR, and MGWR methods. The 

RMSE values calculated for the global regression, GWR, 

and MGWR methods were 4.64 mm, 3.53 mm, 2.9 mm, 

respectively. NSE values and R values were -0.63, 0.03, 

0.35 and 0.04, 0.42, 0.63, respectively.  The estimated 

precipitation and residual values of the methods are 

presented in Fig. 3, 4 and 5, respectively. 

As shown in Fig. 3, 4, and 5, the results estimated by the 

MGWR method were closer to the measured values. GWR 

and MGWR methods outperform the global regression 

model because global regression assumes that the effects 

of altitude, air pressure, relative humidity, air temperature, 

and cloud coverage variables on precipitation do not 

change as the location changes. On the other hand, the 

MGWR method outperforms both the global regression 

and GWR methods. In GWR, a single bandwidth was used 

for all variables. In contrast, in the MGWR model, 

different bandwidths are used for each variable. In other 

words, the bandwidth was calculated for all variables. 

Although the bandwidth calculation cost of the MGWR 

method is higher than that of the other methods, the 

estimated precipitation value is better than that of the other 

methods. 

Conclusion 

This study aims to predict precipitation using other 

relevant meteorological parameters involved in 

precipitation formation. The methodology proposed herein 

is particularly important for locations that lack 

precipitation measurements at sufficient spatial resolution. 

Multiscale geographically weighted regression (MGWR) 

is applied to predict precipitation. In contrast to the 

classical GWR, the spatial scale of the MGWR is not fixed; 

therefore, no single bandwidth exists. MGWR uses 

different spatial scales and bandwidths for different 

processes. In this study, the prediction performance of the 

MGWR was compared with that of the global regression 

and classical GWR. The experimental evaluation, which 

was conducted on actual meteorological data, proved that 

the MGWR outperformed the other approaches. In future 

work, we plan to reduce the computational complexity of 

MGWR by using new techniques and parallel or 

distributed strategies and to use different techniques to 

determine optimal bandwidth values efficiently. 
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