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1. INTRODUCTION 
 

In this paper we address the problem of calculating the frame 

error rate (FER) of the low power long range (LoRa) systems 

for the additive white Gaussian noise (AWGN) channel with 

Hamming codes which are specific linear block codes. Due to 

emerging Internet of Things (IoT) applications, the 

transmission of shorter data units, that is shorter frames, using 

short to medium-length linear block codes have gained 

renewed interest within the information theory community [1-

2]. Thus, developing tighter bounds on the achievable 

performance via the best error correcting codes is an important 

research topic. 

This paper focuses on the FER of a single user in a coded 

LoRa system using (7,4) Hamming codes. The computational 

complexity of calculating the exact FER of the coded LoRa 

systems for practical signal dimensions and constellation sizes 

is very high due to the involvement of combinatorics. Several 

approaches proposed in [3-5] tackle this problem. While [3] 

and [4] analyze the FER and bit error rate (BER) of a single 

user respectively, [5] investigates both BER and FER of the 

successive interference cancellation method proposed for two 

interfering users. Instead of the symbol error rate (SER) bound 

of [6] used in [3], we adapt the SER bound proposed for Rician 

fading channels in [7] to the AWGN channel and then employ 

it in the FER approximations. The proposed BER expression of 

[4] involves combinatorics without any advantage 

computational complexity-wise and does not investigate the 

FER. The setup of [5] differs from our single-user setup due to 

the collision of two users, and the performance results of [5] 

are empirical. We present our numerical results using the 

normalized signal-to-noise ratio (SNR) defined the SNR per 

information bit for the power-limited LoRa modulation. 

The summary of this paper’s contributions is as follows: 

 We developed two FER approximations. These are 

closer to the Monte Carlo results than those in [3]. 

 We use a tighter SER bound without the high SNR 

assumption. 

 The numerical results are given against the normalized 

SNR, which is valid for the power-limited LoRa 

modulation. 

The remaining parts of this paper are organized as: the 

literature review is in Section 2. The transceiver chain and the 

frame structure along with demodulation and Hamming 

decoding of LoRa is introduced in Section 3. Then the frame 

error rate approximations are derived using tighter bit error rate 

bound in Section 4. The numerical evaluations of the frame 

error rate approximations are compared in Section 5. Finally, 

Section 6 reports the conclusions. 
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2. LITERATURE REVIEW 
 

IoT is a new communication perspective where billions of 
interconnected devices such as sensors, actuators are 
envisioned to be integrated into the same network and the 
Internet through wireless links. IoT has many applications 
including smart home systems [8-9], improved security [10], 
smart metering, logistics, localization, tracking, health 
monitoring, smart farming, and environment monitoring [11-
12]. Since most of the devices within this massive network are 
resource constrained and have low power, the wireless 
communication between these devices must require new 
specialized protocols which are investigated under the 
machine-type communications (MTC). All the seven layers 
including the physical layer up to the application layer of the 
open systems interconnection (OSI) reference communication 
model must be covered by these new specialized protocols. 
Amongst the viable solutions for the implementation of the IoT 
networks, the low-power wide-area networks (LPWANs) is 
becoming a rising substitute for the multihop short-range 
transmission technologies such as ZigBee and Bluetooth or the 
wireless cellular standards like the Third Generation 
Partnership Project (3GPP) and Long Term Evolution (LTE). 
LPWANs use the unlicensed industrial, scientific, and medical 
(ISM) frequency bands of 2.4 GHz, 868/915 MHz, 433 MHz, 
and 169 MHz [11-12]. The physical layer design of the 
LPWAN devices allow them to have rural area ranges between 
10-15 km and urban area ranges between 2-5 km. The tradeoff 
for having these cellular-like coverage ranges is the 
significantly reduced data rate of LPWAN devices compared 
to Zigbee and Bluetooth [11-12]. 

One of the solutions used by the LPWANs for designing the 
physical layer is LoRa. LoRa is an M-ary digital modulation 
technique using chirp spread spectrum (CSS). LoRa employs 
the chirp waveforms for baseband modulation. The 
instantaneous frequency of the chirp waveforms is linearly 
increased within the symbol interval. The number of samples 
obtained in the output of the LoRa baseband demodulator at the 
end of each symbol interval depends on the spreading factor 
(SF). The coverage range of LoRa can be extended by 
increasing the SF, but the data rate is reduced [13-14]. 

Although the data rate can be increased by decreasing the 

SF and so the coverage range, it is still limited for many IoT 

applications such as smart homes/buildings, image 

transmission, and indoor IoT [15]. Thus, there is significant 

ongoing research on increasing the data rate and analyzing the 

achievable performance of the LoRa systems. It is shown that 

the data rate can be increased by modifying the nominal LoRa 

modulation proposed in the literature such as the interleaved 

chirp spreading (ICS) LoRa [16], the slope-shift keying (SSK) 

LoRa [17], and the frequency-bin-index (FBI) LoRa [15]. [18] 

compare the modified LoRa modulations with no coding 

applied and focuses on the differences in the spectral efficiency 

and the demodulator complexity amongst the modulations. The 

bounds proposed in [4,6,19-20] for the SER of the uncoded 

LoRa modulation use the AWGN channel model. The 

performance of the uncoded LoRa under Rayleigh and Rician 

fading channels has been investigated by [6-7,21]. The error 

rate for the uncoded LoRa with another interfering terminal 

using the same SF is analyzed in [19-20]. The expressions for 

calculating the BER and the FER of the coded LoRa 

modulation are given for the AWGN channel in [4] and [3] 

respectively. 

 

3. SYSTEM MODEL 
 

     The physical layer of LoRa systems is explained in this 

section. The transceiver chain along with the structure of the 

frames used in LoRa systems is given in Figure 1. LoRa 

systems transmit data using the frame structure [3,5,14] shown 

in Figure 1. The preamble part of the frame consists of several 

upchirp symbols, and 4.25 symbols used as frame delimiters 

for synchronization. The header has the frame information such 

as its length, the coding rate, the cyclic redundancy check 

(CRC) and the checksum. The data is contained in the payload 

and the frame rate approximations are given for the payload 

part of the frame [3,5,14]. 

 

 
Figure 1. LoRa frame structure and transceiver chain 

 

As it can be observed from Figure 1, the transmitter of the 

LoRa transceiver chain start with bit level operations including 

Hamming encoding, interleaving, and Gray encoding. Then 

LoRa modulation is used to convert Gray encoded bits into 

symbols and then into passband signals suitable for 

transmission. At the receiver chain the preamble part of the 

incoming signal is used for synchronization first before 

demodulation. Then the demodulated LoRa symbols are 

applied to Gray decoder, deinterleaver, and Hamming decoder 

in order to detect the payload bits. 

 

2.1. LoRa Modulation and Demodulation 
LoRa is an 𝑀-ary digital modulation scheme. The SF-length 

tuples, (𝑏0, … , 𝑏SF−1), of information bits are converted into 𝑀-

dimensional signal samples, a𝑚 = [𝑎𝑚,0, … , 𝑎𝑚,𝑀−1]
T

∈ 𝒜, 

from the constellation 𝒜 = {𝐚0, … , a𝑀−1}  at every symbol 

interval, 𝑇symbol, by the encoder [7]. The signal dimension, 𝑀, 

is equal to 𝑀 = 2SF where SF can take integer values from 

SF∈{7, … ,12}. Each symbol in the LoRa constellation, a𝑚, has 

𝑀 samples of which only one is nonzero that is 

 

𝑎𝑚,𝑙 = {√𝐸, 𝑙 = 𝑚
0,else.

                                    (1) 

 

𝐸 shows the energy of the LoRa symbol in Equation (1) and the 

nonzero sample index is equal to 𝑚 = ∑ 𝑏𝑗2
𝑗SF−1

𝑗=0  [7]. The 

baseband signal of the LoRa modulation is written in terms of 

the symbols as follows 

 

𝑥𝑚(𝑡) = ∑ 𝑎𝑚,𝑙𝜙𝑙(𝑡),

𝑀−1

𝑙=0

    0 ≤ 𝑡 ≤ 𝑇symbol         (2) 

 

The frequency shifted chirp waveform, 𝜙𝑙(𝑡), in Equation (2) 

is 
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𝜙𝑙(𝑡) = exp {𝑖2𝜋𝑊𝑡 [
𝑙

𝑀
−

1

2
+

𝑊𝑡

2𝑀
− 𝑢 (𝑡 −

𝑀 − 𝑙

𝑊
)]}    (3) 

 

where the chirp waveform has bandwidth 𝑊 and the unit step 

function are shown as 𝑢(𝑡) [7,13]. Then the baseband 

waveform in Equation (3) is modulated to passband and the 

signal received at the demodulator becomes [7] 

 

𝑌(𝑡) = 2ℜ{[𝑥𝑚(𝑡) + 𝑁(𝑡)]𝑒𝑖2𝜋𝑓𝑐𝑡},    0 ≤ 𝑡 ≤ 𝑇symbol      (4) 

 

In Equation (4), ℜ(⋅) takes the real part of its complex 

argument and the additive baseband noise process, 𝑁(𝑡), is 

white Gaussian with its single-sided spectral density given as 

𝑁0. The sub-GHz ISM band, 863-870 MHz band, is allocated 

for the LoRa carrier frequencies, 𝑓𝑐, in Europe. The received 

signal in Equation (4) is first passed through the Hilbert filter 

and the output of the filter multiplied with the complex carrier 

yields the baseband signal. For the sampling interval of 

𝑇sampling = 1/𝑊 the discrete-time baseband signal samples are  

 

𝑌[𝑛] = 𝑥𝑚[𝑛] + 𝑁[𝑛],    𝑛 = 0,… ,𝑀 − 1          (5) 
 

where 𝑀 = 𝑊𝑇symbol [7]. Both the baseband noise samples and 

the received signal samples in Equation (5) are circularly 

symmetric complex Gaussian random variables described as 

𝑁[𝑛]~𝒞𝒩(0, 𝑁0) and 𝑌[𝑛]~𝒞𝒩(𝑥𝑚[𝑛], 𝑁0) respectively. 

The baseband LoRa samples are given as 

 

𝑥𝑚[𝑛] = √
𝐸

𝑀
(−1)𝑛𝑒𝑖𝜋𝑛2/𝑀𝑒𝑖2𝜋𝑚𝑛/𝑀 = 𝑥0[𝑛]𝑒𝑖2𝜋𝑚𝑛/𝑀  (6) 

 

where 𝑥0[𝑛] = √𝐸/𝑀(−1)𝑛𝑒𝑖𝜋𝑛2/𝑀 is defined as the upchirp 

signal [7,17]. The maximum a-posteriori probability (MAP) 

rule gives the optimum detector for the baseband samples in 

Equation (5) as 

 

�̂� = argmax
0≤�̃�≤𝑀−1

𝑓𝐗|𝐘(𝐱𝑚|𝐲) = argmax
0≤�̃�≤𝑀−1

ln[𝑓𝐗|𝐘(𝐱𝑚|𝐲)]       (7) 

 

where 𝑓𝐗|𝐘(𝐱𝑚|𝐲) is the conditional probability density 

function of 𝐗 = 𝐱𝑚 = (𝑥𝑚[0],… , 𝑥𝑚[𝑀 − 1])T given 𝐘 =
𝐲 = (𝑦[0], … , 𝑦[𝑀 − 1])T and ln(⋅) is the natural logarithm of 

its argument. According to the Bayes theorem,  𝑓𝐗|𝐘(𝐱𝑚|𝐲) is 

equal to 

 

𝑓𝐗|𝐘(𝐱𝑚|𝐲) =
𝑝𝐗(𝐱𝑚)𝑓𝐘|𝐗(𝐲|𝐱𝑚)

𝑓𝐘(𝐲)
                              (8) 

= 𝐶exp [2ℜ {∑ 𝑦[𝑛]𝑥𝑚
∗ [𝑛]

𝑀−1

𝑛=0

}]            (9) 

 

where the probability mass function for 𝑚-th message signal is 

shown as 𝑝𝐗(𝐱𝑚) and it is equal to 𝑝𝐗(𝐱𝑚) = 1/𝑀 due to equal 

probability assumption and 𝑓𝐘(𝐲) is the marginal probability 

density function (PDF) of 𝐘 in Equation (8) [17]. The 𝐶 term 

in Equation (9) is not explicitly given since it is independent of 

the message, 𝑚, and does not affect the detection rule. Plugging 

Equation (9) into Equation (7) yields the optimum detector 

 

�̂� = argmax
0≤�̃�≤𝑀−1

ℜ{∑ 𝑦[𝑛]𝑥0
∗[𝑛]𝑒−𝑖2𝜋�̃�𝑛/𝑁

𝑀−1

𝑛=0

}       (10) 

= argmax
0≤�̃�≤𝑀−1

ℜ {∑ �̌�[�̃�]

𝑀−1

𝑛=0

}                                   (11) 

 

where �̌�[�̃�] = ∑ 𝑟[𝑛]𝑒−𝑖2𝜋�̃�𝑛/𝑀𝑀−1
𝑛=0  is the discrete Fourier 

transform (DFT) of the dechirped signal, 𝑟[𝑛] = 𝑦[𝑛]𝑥0
∗[𝑛], 

evaluated at �̃�-th frequency [7]. The fast Fourier transform 

(FFT) algorithm may calculate the DFT of the dechirped signal 

in 𝒪(𝑀 log𝑀) operations. 

 

2.2. Hamming Encoding and Decoding 

(𝑛𝑐, 𝑘𝑐) Hamming codes are implemented in LoRa systems. 

There are 2𝑘𝑐 codewords of length 𝑛𝑐 in a (𝑛𝑐 , 𝑘𝑐) Hamming 

code. The length of the dataword and the codewords chosen in 

practice are 𝑘𝑐 = 4 and 𝑛𝑐 ∈ {5,6,7,8} respectively [3,5,14]. 

This paper investigates the frame error rate approximations of 

the LoRa systems for the (7,4) Hamming code which can 

correct single-bit errors. The LoRa payload bits, 𝐮 ∈ {0,1}𝑘𝑐, 

are Hamming encoded using 

 

𝐜 = (𝐮𝐆)2                                         (12) 

 

where 𝐆 = [𝐈4 𝐏] is the generator matrix for the systematic 

(7,4) Hamming code and (⋅)2 denotes the elementwise 

modulo-2. 𝐈4 represents the identity matrix of size 4 × 4 and 

the parity matrix is given as 

 

𝐏 = [

1 1 0
0 1 1
1 0 1
1 1 1

]                                 (13) 

 

Error bursts can be corrected if the codewords are interleaved 

such that the location of errors is distributed over many 

codewords. To accomplish this, LoRa systems employ a 

diagonal interleaver which reads SF number of codewords each 

with length 𝑛𝑐 and reorder them in a block of SF rows and 𝑛𝑐 

columns shown in Figure 2.  

 

 
Figure 2. LoRa Interleaver for SF=7 and 𝑛𝑐 = 7 

 

Then the columns of the interleaver is Gray mapped and 

modulated using the LoRa signaling scheme explained in 

Section 2.1. Once the demodulated signal is Gray demapped in 

the receiver chain (Figure 1), the deinterleaver constructs an 

𝑛𝑐 × SF block structure by reordering its rows and outputs its 

columns. The decoding of the deinterleaved codewords is 
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realized by hard decision. The first step is to calculate the 

syndrome of the Hamming decoder input 𝐯 

 

𝐬 = (𝐯𝐇T)2                                   (14) 
 

Then, we find the row called a coset corresponding to 𝐬 in the 

standard array for the Hamming code. The first element of the 

corresponding coset gives the error pattern. The rows of 𝐄 

matrix in Equation (15) include all of the single-bit error 

patterns 

 

𝐄 =

[
 
 
 
 
 
 
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1]

 
 
 
 
 
 

                    (15) 

 

If the corresponding coset is the 𝑙-th row of 𝐄 shown as 𝐞𝑙, then 

the corrected codeword can be obtained by adding it to the 

input vector as in 

 

�̂� = 𝐯⨁𝐞𝑙                                        (16) 
 

where ⨁ is the modulo-2 elementwise vector addition. 

 

4. FRAME ERROR RATE 
 

The FER approximations are derived in this section. First 

the uncoded bit error rate is bounded and then the codeword 

error rate is calculated using the given bound for the uncoded 

bit error rate. Finally, two approximations for the FER are 

derived in terms of the codeword error rate. 

 

3.1. Uncoded Bit Error Rate  
The probability of a symbol error, 𝑃𝑠 = 𝑃(𝑚 ≠ �̂�), for the 

uncoded LoRa modulation [6] is given as 

 

𝑃𝑠 = ∑
(−1)𝑘+1

𝑘 + 1

𝑀−1

𝑘=1

(
𝑀 − 1

𝑘
) exp (−

𝑘

𝑘 + 1

𝐸

𝑁0

)         (17) 

 

The calculation of the binomial coefficient in Equation (17) is 

subject to precision errors for large 𝑀. Since the smallest 𝑀 for 

practical LoRa systems is equal to 𝑀 = 27 = 128, the 

calculation of Equation (17) becomes challenging. There exist 

several approximations in the literature for the evaluation of 

Equation (17) [4,6,19-21]. The upper bound proposed for 

Rician channels in [7] can be modified for AWGN channels by 

setting the mean of the channel variable to one and the variance 

of the channel variable to zero as in 

 

𝑃𝑠 ≈ 1 − 𝑄1(𝛼, 𝛽) +
𝑀 − 1

2
𝑒−𝐸/2𝑁0𝑄1(𝛼√2, 𝛽√2)    (18) 

 

where 𝑄1(⋅) is the Marcum Q function and its arguments are 

𝛼 = √2𝐸/𝑁0 and 𝛽 = √2 ln(𝑀 − 1). The probability of a bit 

error can be approximated to the half of the probability of a 

symbol error 

 

𝑃𝑏 =
2SF−1

2SF − 1
𝑃𝑠 ≈

𝑃𝑠

2
                              (19) 

 

3.2. Codeword Error Rate 
If the output of the Hamming decoder is represented as �̂�, then 

the probability that �̂� is not equal to the Hamming encoder 

output, 𝐜, is the codeword error probability and it is given as 

𝑃c = 𝑃(𝐜 ≠ �̂� ). Since the (7,4) Hamming decoder is capable 

of correcting only the single-bit errors, the event of a codeword 

error occurs when there are at least two bits in error that is 

 

𝑃c = 𝑃({𝑤𝐻(𝐯 − 𝐜) ≥ 2})                     (20) 

 

where  𝑤𝐻(𝐯− 𝐜) shows the Hamming distance, the number of 

ones in the difference of 𝐯 and 𝐜. The bit errors at the Hamming 

decoder input, 𝐯𝑗, are independent and identically distributed 

with Equation (19). The codeword error probability from 

Equation (20) can be calculated as 

 

𝑃𝑐 = 1 − [(1 − 𝑃𝑏)
𝑛𝑐 + (

𝑛𝑐

1
)𝑃𝑏(1 − 𝑃𝑏)

𝑛𝑐−1]       (21) 

 

3.3. Frame Error Rate 

We assume that a LoRa frame has 𝑁𝑝 payload symbols. 

Choosing 𝑁𝑝 as an integer multiple of the codeword length, 𝑛𝑐, 

results in 𝑁𝑐 = 𝑁𝑝SF/𝑛𝑐 number of codewords in a LoRa 

frame. For one block of the interleaver, the total number of 

transmitted codewords is equal to SF that is 𝐜𝑗  for 𝑗 ∈

{1, … ,SF}, and they are shown as 𝐂bl ∈ {0,1}SF×𝑛𝑐. The block 

of the corrected codewords at the output of the Hamming 

decoder �̂�𝑗 , 𝑗 ∈ {1,… ,SF} are given as �̂�bl ∈ {0,1}SF×𝑛𝑐. For one 

deinterleaver block, the probability that none of the codewords 

are erroneously decoded is 

 

𝑃(�̂�bl = 𝐂bl) = ∏ 𝑃(�̂�𝑗 = 𝐜𝑗|�̂�1 = 𝐜1, … , �̂�𝑗−1 = 𝐜𝑗−1)

SF

𝑗=1

(22) 

 

The probability that the last 𝑗-th codeword is erroneously 

decoded given that all the decoding’s for the previous 𝑗 − 1 

codewords are error free is given as 

 

𝑃𝑐
(𝑗)

= 𝑃(�̂�𝑗 ≠ 𝐜𝑗|�̂�1 = 𝐜1, … , �̂�𝑗−1 = 𝐜𝑗−1)        (23) 

 

The correct decoding probability in Equation (22) may be 

expressed in terms of Equation (23) as in 

 

𝑃(�̂�bl = 𝐂bl) = ∏(1 − 𝑃𝑐
(𝑗)

)

SF

𝑗=1

                    (24) 

 

The FER for 𝑁𝑝 symbols can be calculated as in 

 

𝑃(�̂�pl ≠ 𝐂pl) = 1 − (∏(1 − 𝑃𝑐
(𝑗)

)

SF

𝑗=1

)

𝑁𝑝/𝑛𝑐

      (25) 

 

where �̂�pl, 𝐂pl ∈ {0,1}𝑁𝑐×𝑛𝑐 show the matrices containing the 

decoded and the transmitted codewords respectively and 

𝑁𝑝/𝑛𝑐 is the number of interleaver blocks within the frame. 
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The calculation of Equation (25) is quite involved due to large 

number of possible error patterns inside a deinterleaver block. 

Straightforward removal of the conditioning in Equation (23) 

yields a first FER approximation as given in 

 

𝑃(�̂�pl ≠ 𝐂pl) ≈ 1 − (1 − 𝑃𝑐)
𝑁𝑝SF

𝑛𝑐 ,              (26) 

 

which has a much lesser computational complexity compared 

Equation (25). Since the codewords errors within the same 

interleaver block are dependent, the first FER approximation in 

Equation (26) is a looser upper bound for the FER [3]. 

If the single-bit errors in Equation (23) is to be ignored, then a 

much tighter bound for the FER can be found. Equation 23 can 

be approximated to 

 

𝑃𝑐
(𝑗)

≈ 𝑃(�̂�𝑗 ≠ 𝐜𝑗|𝐯1 = 𝐜1, … , 𝐯𝑗−1 = 𝐜𝑗−1)              (27) 

 

The condition given in the codeword error probability in 

Equation (27) means that the error is due to the last 𝑗-th position 

in 𝐯𝑗. To calculate Equation (27), the conditional probability of 

a symbol error must be given as 

 

𝑃𝑠
(𝑗)

= 𝑃(�̂� ≠ 𝑚|�̂�1 = 𝑏1, … , �̂�𝑗−1 = 𝑏𝑗−1)             (28) 

 

where �̂�𝑗 = 𝑏𝑗 means that 𝑗-th bit of the symbol 𝑚 is decoded 

correctly. Given that the error is in SF − 𝑗 + 1 bit locations due 

to Equation (27), the LoRa signal dimension parameter, 𝑀, in 

Equation (18) can be modified to express the conditional 

symbol error probability as follows 

 

𝑃𝑠
(𝑗)

≈ 1 − 𝑄1(𝛼, 𝛽(𝑗)) +
𝑀(𝑗)

2
𝑒−𝐸/2𝑁0𝑄1(𝛼√2, 𝛽(𝑗)√2) (29) 

 

where 𝑀(𝑗) = 2SF−𝑗−1 − 1 and 𝛽(𝑗) = √2 ln(𝑀(𝑗)). The 

conditional bit error probability is going to be the half of 

Equation (29) that is 𝑃𝑏
(𝑗)

= 𝑃𝑠
(𝑗)

/2. The codeword error 

probability in Equation (27) can be written as 

 

𝑃𝑐
(𝑗)

≈ 1 − [(1 − 𝑃𝑏
(𝑗)

)
𝑛𝑐

+ (
𝑛𝑐

1
) 𝑃𝑏

(𝑗)
(1 − 𝑃𝑏

(𝑗)
)

𝑛𝑐−1

]    (30) 

 

Rewriting the exact FER expression from Equation (25) using 

the new codeword error probability shown in Equation (30) 

yields the second FER approximation given as 

 

𝑃(�̂�pl ≠ 𝐂pl) ≈ 1 − (∏(1 − 𝑃𝑏

(𝑗))
𝑛𝑐

                                       

SF

𝑗=1

 

+(
𝑛𝑐

1
) 𝑃𝑏

(𝑗)
(1 − 𝑃𝑏

(𝑗)
)
𝑛𝑐−1

) 𝑁𝑝/𝑛𝑐    (31) 

 

5. NUMERICAL RESULTS 
 

The empirical and analytical evaluations of the FER are 

presented against the signal energy per bit over the noise energy 

that is 𝐸𝑏/𝑁0 = 𝐸/(SF𝑁0), since the AWGN channel using 

LoRa modulation is considered power-limited regime due to its 

spectral efficiency and the normalized SNR is 𝐸𝑏/𝑁0 for the 

power-limited regime. The numerical results are given for the 

(7,4) Hamming code. The LoRa frame has 𝑁𝑝 = 35 payload 

symbols which is chosen as an integer multiple of 𝑛𝑐 = 7. The 

numerical FER results are averaged over 106 LoRa frames. 

Figure 3 shows the numerical and the analytical evaluations 

using the proposed approximations for the FER of the (7,4) 

Hamming coded LoRa modulation using SF=7 under the 

AWGN channel. The (7,4) Hamming code has provided about 

2 dB coding gain over the uncoded LoRa modulation.  The first 

FER approximation in Equation (26) is looser to the numerical 

FER by more than 1 dB since it is derived by ignoring the 

conditioning in Equation (23). The second FER approximation 

in Equation (31) is within 1 dB away from the numerical result 

and so much tighter compared to the first approximation. Due 

to employing the tighter SER bound of [7], both proposed FER 

approximations are tighter than the approximations proposed in 

[3]. 

 

 
Figure 3. FER results for the (7,4) Hamming coded LoRa modulation with 

SF=7 under AWGN 

 

The numerical evaluation of the first FER approximation in 

Equation (26) is presented for the whole range of SF values 

used in practice, SF∈{7, … ,12}, in Figure 4. The results in 

Figure 4 show that there is about 1.5 dB gap between SF=7 and 

SF=12 for FER greater than 10-4. Thus, increasing the SF 

results in decreased FER for the coded LoRa modulation. We 

can see from Figure 4 that the proposed FER approximation in 

Equation (26) is better than the first approximation given in [3] 

for 𝐸𝑏/𝑁0 less than 4 dB. 

 

 
Figure 4. The FER approximation in Eq. (26) for the (7,4) Hamming coded 

LoRa modulation with SF∈{7,… ,12} under AWGN 
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Figure 5 shows the results for the second FER approximation 

in Equation (31). Our second FER approximation slightly 

improves upon the corresponding approximation proposed in 

[20] across all SF values in the low 𝐸𝑏/𝑁0 region where 𝐸𝑏/𝑁0 

less than 4 dB. For 𝐸𝑏/𝑁0 greater than 4 dB, both 

approximations yield the same results. The reason for this 

difference is while the SER bound used in the FER 

approximations of [3] is valid under a high SNR assumption, 

which does not hold in the low 𝐸𝑏/𝑁0 region, our SER bound 

does not rely on any SNR approximation. 

 
Figure 5. The FER approximation in Eq. (31) for the (7,4) Hamming coded 

LoRa modulation with SF∈{7,… ,12} under AWGN 

 

6. CONCLUSION 
 

This paper studies the approximations for calculating the 

FER of coded LoRa systems under the AWGN channel model. 

The LoRa frames of our system model pass through a (7,4) 

Hamming encoder, a diagonal interleaver, and a gray encoder 

before entering the LoRa baseband modulator. First, we derive 

the uncoded bit error probability of the LoRa modulation for 

the AWGN channel. Then, we represent the codeword error 

probability for the (7,4) Hamming decoder in terms of the 

uncoded bit error probability and give the exact FER 

expression. We develop two FER approximations with reduced 

complexity to replace the exact FER expression. We relax the 

conditioning between the codeword errors within the same 

interleaver block for the first FER approximation. As for the 

second FER approximation, we ignore the single-bit errors and 

derive a new conditional codeword error probability. We 

compare the proposed approximations against the numerical 

evaluations for varying SF. The performances of the proposed 

FER approximations are better than the ones proposed by 

Afisiadis et al.  
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