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Abstract 

Cognitive tasks have become quite popular in recent years. Understanding this sort of 

neurological research, its real-world applications, and how it may be improved in future studies 

are crucial. For this purpose, our study compares the classification accuracies for various segment 

lengths and overlap ratios for EEG recordings collected from 36 healthy volunteers during mental 

arithmetic tasks. EEG features are extracted from brain signals using the wavelet spectrum and 

the sample length and the overlap ratio of the sliding Windows are used as parameters. Feature 

selection was conducted using Correlation-Based and ReliefF feature selections. Subsequently, 

for classification results, Support Vector Machine, Random Forest, C4.5 Algorithm and k-Nearest 

Neighbor algorithms were employed, with the outcomes supported by the F1-score and Matthew's 

correlation coefficient. Therefore, the reliability of the obtained results has been ensured. In the 

comparisons obtained, the best average results for Accuracy, F1-score, and Matthew's correlation 

coefficient were found to be 0.990, 0.987, and 0.975 respectively, when applying the ReliefF 

feature selection method with the Support Vector Machine classifier. 
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1. INTRODUCTION 

 

Researchers have been interested in human cognitive activity and signal processing for decades. Signal 

processing techniques are used for investigating the principles of the working brain, the effects of various 

diseases on the brain, and neural pathways during cognitive processes ever since [1-3]. Furthermore, brain-

computer interfaces (BCIs) are developed with the purpose of helping people with disabilities due to 

neuromuscular disorders [4,5]. The purpose of a BCI system is to analyze the acquired brain signals and 

send the required command to a device for the desired action. For such systems, brain signals should be 

captured during mental tasks, which point to the activities of the brain such as imagining counting, raising 

a hand, or calculating. During the mental effort, physiological recordings are collected for further 

processing. EEG is one of the most frequently used modalities, such as functional magnetic resonance 

imaging (fMRI) and positron emission tomography (PET) and provides higher temporal resolution.  

 

The related studies utilizing different datasets and the dataset we used in this study are shown in Table 1 

and Table 2, respectively. Table 1 demonstrates various techniques for mental tasks that belong to different 

datasets. Sharma et al. (2021) [6] proposed an efficient mental arithmetic task load characterization 

approach using EEG signals collected from 30 healthy subjects and Bayesian structured k-Nearest Neighbor 

(BO-k-NN) classifier. Yavuz & Aydemir (2020) [7], a two-class mental arithmetic-based EEG+NIRS 

dataset, which was collected from 29 participants, was used. Higuchi fractal dimension-based features were 

used to extract the feature oxygenated hemoglobin and deoxygenated hemoglobin signals. Ergün & 

Aydemir (2020) [8], applied the dataset which is used in [7]. They aimed to   
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apply novel fusion preprocessing and the features were extracted by the auto-regressive model to detect 

mental work. Edla et al. (2018) [9] proposed an experiment to predict the concentration and meditation of 

data established on 40 subjects. Lim et al. (2015) [10], presented and performed an experiment for 

identifying the mental workload associated with no-task, visual task, auditory task, and multitasking 

performance with 12 volunteers. 

 

Table 1. An Overview of Relevant Works with the Different Datasets from the Literature 

Study References 
# of 

Participant

s 

# of 

Channels 
Mental Task Types Signals Feature Extraction Validation Methods Best Accuracy 

Sharma et al. [6] 30 2 Mental Arithmetic EEG Sample Entropy k-fold cross validation BO-k-NN – 96.0% 

Yavuz & Aydemir 

[7] 
29 30 Mental Arithmetic (EEG+NIRS) 

Higuchi Fractal 

Dimension 
k-fold cross validation LDA – 94.0% 

Ergün & Aydemir 

[8] 
29 30 Mental Arithmetic EEG Autoregressive Model k-fold cross validation k-NN – 99.7% 

Edla et al. [9] 40 21 
Concentration and 

Meditation 
EEG 

Mean, SD and       

Min-Max Amplitude 
NM* RF – 75.0% 

Lim et al. [10] 12 14 
None, Visual, 

Auditory, Multitask 
EEG 

Fourier Transform 

and Higuchi 
k-fold cross validation SVM – 90.3% 

NM: not mentioned; k-NN: k nearest neighbor; SVM: support vector machine; RF: random forest; LDA: linear discrimination analysis; NIRS: 

near-infrared spectroscopy; BO-k-NN: bayesian optimized k-nearest neighbor. #: number. 

Table 2. An Overview of Relevant Works with the Same Dataset from the Literature 

Study References Feature Extraction Feature Selection 
Validation 

Methods 
Classifier(s) Classification Output Best Accuracy 

Fatimah et al. [11] FDM Kruskal-Wallis 
6-fold cross 

validation 
k-NN, SVM, LR Before / After SVM – 98.6% 

Ahammed & 

Ahmed [12] 
MMSE NM* NM* ANOVA, t-test, SVM Good / Bad SVM – 87.5% 

Rahman et al. [13] DWT NM* Gaussian PDF k-NN, SVM Good / Bad SVM – 72.2% 

O’Reilly & 

Chanmittakul [14] 
PSD L1 regularization 

6-fold cross 

validation 

SVM, LR, MLP, RF, 

GNB, DT 
Resting / Counting SVM – 88.9% 

Mridha et al. [15] 
TF, Mean, Entropy, 

Shannon 
NM* 

10-fold cross 

validation 

k-NN, SVM, GB, LR, 

RF, GNB 
Resting / Counting RF – 99.8% 

Babu et al. [16] TF, WT NM* 
70% Train / 

30% Test 
LDA, ANN, RSC Good / Bad RSC – 87.5% 

Malviya & Mal 

[17] 
DWT CNN 

10-fold cross 

validation 
BLSTM Good / Bad BLSTM – 98.10% 

Saini et al. [18] SWT Two-sample t-test 
5-fold cross 

validation 

k-NN, SVM, RF, 

GDA, NB, LR, DT 
Resting / Counting 

SVM – 98.0% 

(Average) 

Bergil et al. [19] WT NM* 
10-fold cross 

validation 

LR, SVM, LDA, k-

NN 
Good / Bad kNN – 97.22% 

Baygin et al. [20] FRLP INCA 
10-fold cross 

validation, 

LOSO 

SVM Good / Bad SVM – 97.88% 

This study WT CFS, ReliefF 
10-fold cross 

validation 
k-NN, RF, J48, SVM Good / Bad SVM – 99.00% 

NM: not mentioned; FDM: fourier decomposition method; MMSE: multivariate multiscale entropy; TF: temporal features; WT: wavelet 

transform;  DWT: discrete wavelet transform; PSD: power spectral density; RSC: random subspace classifier; ANN: artificial neural network; 

SWT: stationary wavelet transform; LR: logistic regression; LOSO: leave-one-subject-out; CFS: correlation-based feature selection; INCA: 

iterative neighborhood component analysis; ANOVA: analysis of variance; GB: gradient booster; CNN: convolutional neural network; BLSTM: 

bidirectional long short-term memory GNB: gaussian naive bayes; MLP: multilayer perceptron; DT: decision tree; GDA: gaussian discriminant 

analysis; NB: naive-bayes; #: number. 

 

Table 2 shows distinct methods for mental arithmetic tasks for EEG signal classification using the dataset 

we use in this study [21]. Fatimah et al. (2020) [11] presented a single lead EEG signal. The Fourier 

Decomposition method was applied for feature extraction. Additionally, the Kruskal-Wallis [22] method 

was used for feature selection. The selected features were classified into “before” and “after” mental states. 

The state results were obtained by using machine learning algorithms that are SVM, kNN and LR. 

Ahammed & Ahmed (2020) [12] explained a novel nonlinear complexity analysis method MMSE that was 

utilized for detecting mental stress. EEG signals were analyzed in the complexity domain for resting, mental 
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counting, and good-bad counting, with the results classified using SVM. Rahman et al. (2021) [13] has 

focused on statistical modeling of recorded EEG signals where Gaussian distribution is used to statistically 

model the selection of the signals from an arithmetic task. The signals in the dataset are divided into a 

number of groups using DWT. The major goal of this study is to establish a model that can assess the 

quality of arithmetic task signals. O’Reilly & Chanmittakul (2021) [14] used heart rate and EEG spectral 

power data collected from individuals doing a mental arithmetic activity to categorize their cognitive state. 

PSD was used to extract features and L1 regularization was utilized to select features. To categorize resting 

and active states with six-fold cross-validation, the following six machine learning models were used: SVM, 

LR, MLP, RF, GNB, and DT. Mridha et al. (2021) [15] proposed using temporal features like energy, 

Shannon energy, entropy, and temporal energy in combination with various classifiers to determine the 

relaxation state of people when they are executing mental activities like arithmetic operations. Babu et al. 

(2022) [16] focused on using EEG signals to analyze cognitive activity in students performing mathematical 

tasks. Feature extraction involved deriving the temporal features (minimum, maximum, mean, kurtosis, and 

skewness) and frequency features (wavelet). These features were then classified using LDA, ANN, and 

RSC. The dataset was validated using a 70-30% dataset split. Malviya & Mal (2022) [17] introduces a 

hybrid deep learning model (CNN-BLSTM) based on DWT for detecting stress levels using EEG signals. 

EEG signals are denoised using DWT and feature selection is performed automatically using CNN. 

Classification is conducted with BLSTM. The proposed model employed 10-fold cross-validation. Saini et 

al. (2022) [18] has aimed EEG signal decomposition using SWT into sub-bands, computation of sub-band 

energy features, and using seven classifiers’ steps were followed. The categorization of mental/mental and 

baseline (resting)/mental (counting) tasks using the suggested technique with the SVM classifier has the 

greatest average subject-dependent classification accuracy. Bergil et al. (2023) [19] focused on classifying 

arithmetic task performance using EEG and ECG signals. The feature extraction method involved wavelet 

transform, creating a feature set from the energy of the wavelet. The study used logistic LR, SVM, LDA 

and k-NN methods for classification. Baygin et al. (2023) [20] presented a novel EEG signal classification 

model. This model incorporates a multilevel feature extraction method using a Four Rhombuses Lattice 

Pattern and triangle pooling. Feature selection is achieved through INCA. The classification is done using 

an SVM with LOSO and 10-fold cross-validation methods. 

 

In this paper, we used an open-access dataset [21] containing EEG recordings, collected from 36 subjects, 

during mental counting tasks to predict if the mental arithmetic task was successful or not. We investigated 

the mental arithmetic task performance of the participants by classifying the counting quality (good/bad) 

of the test. Besides, we compared the effect of the various sample lengths and overlap ratio of segments on 

classification results based on the features obtained by Wavelet Transform features. Wavelet Transform 

was used for extracting the power on four frequency bands namely: delta (δ,0.5–4Hz), theta (θ,4–8Hz), 

alpha (α,8–12Hz), and beta (β,12–30Hz). In order to select the relevant features, Correlation-Based Feature 

Selection and ReliefF were applied. The same comparison was also applied to the features selected by the 

Correlation-Based Feature Selection and ReliefF algorithms. The objective is to ascertain more efficacious 

outcomes from machine learning classifiers such as k-NN, RF, J48 and SVM by manipulating parameters 

such as sample length and overlap ratio. Finally, to bolster the accuracy of the classification results, a 

comparison was made using the F1-score and Matthew’s Correlation Coefficient (MCC).       

 

2. MATERIAL METHOD 

 

In this section, we present the dataset, organization of EEG, pre-processing, the proposed solution method, 

and classification.  The principal part focused on in this title is to extract more efficient features from 

Wavelet Transform by altering the data sample length and Sliding Window technique into the system to 

get a more efficient result from the features. Afterward, with the Correlation-Based Feature Selection and 

ReliefF algorithms, the best features from the Whole-Set database. Finally, inferences were made from the 

obtained accuracy rates. The structure of the paper is summarized as follows (see Figure 1): In the first 

stage, a description of the EEG dataset used in this study and its recording structure is provided. The second 

stage involves the application of preprocessing procedures. In the third stage, techniques for feature 

extraction and selection are examined. The fourth stage entails classification using machine learning 

algorithms, and the final stage confirms the accuracy using evaluation metrics. 
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2.1. Data Description 

 

In this section, the dataset [21] inspected in the study is examined under three subheadings: EEG 

Recordings, Attributes of Participants, and Mental Counting Task. 

 

EEG Recordings: In this section EEG relations with the mental activities of these subjects during cognitive 

tasks were examined. In the preprocessing stage of the records, the 50Hz power line was eliminated by the 

band-stop filtering method. The sample rate of the EEG recordings is 500Hz and recordings are filtered 

with a low-pass filter with a cut-off frequency of 45Hz, and a high-pass filter with a cut-off frequency of 

0.5Hz was used. On the other hand, using the Independent Component Analysis (ICA) filtering, the effect 

of blinking, muscle, and heart movements were removed. The electrodes (Fp1, Fp2, F3, F4, Fz, F7, F8, C3, 

C4, Cz, P3, P4, Pz, O1, O2, T3, T4, T5, T6) were located in scalp sites in accordance with to the 

International 10/20 scheme [23]. 

 

Attributes of the Participants: The open-access dataset [21] was collected from 36 (27 women and 9 men) 

volunteers who are nearly age-matched (between 18-26) male and female subjects. Participants were 

qualified to partake in the study given that they exhibited no clinical manifestations of any learning 

disabilities. A binary classification structure was also established to measure the quality of the task 

performance. The “Count quality” is a parameter that is labeled on the serial subtraction as bad (B) or good 

(G). Numbers of good and bad labels are obtained after the final score calculation. In Table 3, the age, 

gender, and count qualities of the participants are shown. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Summary of The Participated Subjects 

Name Age Gender 
# of 

Subtractions 

Count 

Quality 
Name Age Gender 

# of 

Subtractions 

Count 

Quality 

Sub1 21 F 9.7 B Sub19 17 F 20 G 

Sub2 18 F 29.35 G Sub20 22 M 7.06 B 

Sub3 19 F 12.88 G Sub21 17 F 15.41 G 

Sub4 17 F 31 G Sub22 19 F 4.47 B 

Sub5 17 F 8.6 B Sub23 20 F 1 B 

Sub6 16 F 20.71 G Sub24 16 F 27.47 G 

Sub7 18 M 4.35 B Sub25 17 M 14.76 G 

Sub8 18 F 13.38 G Sub26 17 M 30.53 G 

Sub9 26 M 18.24 G Sub27 17 F 13.59 G 

Sub10 16 F 7 B Sub28 19 F 34.59 G 

Sub11 17 F 1 B Sub29 19 F 27 G 

Sub12 18 F 26 G Sub30 19 M 16.59 G 

Sub13 17 F 26.36 G Sub31 17 M 10 B 

Sub14 24 M 34 G Sub32 19 F 19.88 G 

Sub15 17 F 9 B Sub33 20 F 13 G 

Sub16 17 F 22.18 G Sub34 17 M 21.47 G 

Sub17 17 F 11.59 G Sub35 18 F 31 G 

Sub18 17 F 28.7 G Sub36 17 F 12.18 G 

Figure 1. General view of the flowchart in the study 
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Mental Counting Task: Each volunteer’s recording process takes 10 minutes. The first 3 minutes of the 

recording are reserved for adaptation to the experiment, the next 3 minutes for resting with closed eyes, and 

the last 4 minutes for the mental task. The task involved sequential subtraction of a two-digit number from 

a four-digit number (for instance 1997 - 24 = 1973). During the EEG recording, participants performed a 

mental subtraction task for a duration of 4 minutes in an acoustically isolated room. However, EEG task 

recordings in the dataset include the first 60 seconds out of the 4 minutes. Figure 2 illustrates the overall 

flow of the experiment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

During the 4-minute period, the total operations were completed, and their correctness was measured for 

every participant, leading to a derived mental arithmetic rating. A task was considered accurately performed 

if the resulting score matched a multiple of the given two-digit subtrahend. Additionally, if a participant's 

reported result was within 20% of the expected value, they were determined to have effectively engaged in 

the task. The individual challenge posed by the task to participants was determined by the rate of operations 

carried out and the nature of the numbers introduced. 

 

2.2. Preprocessing     

  

In this section, the extraction of features from the dataset in a healthy manner is examined under two 

subtopics: Trimming EEG Noise and Baseline Correction. 

Trimming EEG Noise: The EEG recordings are indicated in two files which are 180 seconds of resting 

state and 60 seconds of mental tasks. However, the file lengths appear 182 seconds for resting and 62 

seconds for arithmetic mental task time. When data is analyzed, the last two seconds of the recording are 

the noise originating from the EEG device therefore, this part was trimmed from the recorded data resulting 

in 180-seconds resting and 60-seconds counting time. 

Baseline Correction: In this dataset, there is a 180-second resting period just before the 60-second task 

recording. The resting signal activity should be removed from the task record in order to get a more accurate 

result. In this study, average voltage values calculated in the resting state were subtracted from 

corresponding channels in the mental counting state for baseline correction. 

 

2.3. Feature Extraction    

In this section, the process by which features extracted through the Wavelet Transform method are formed 

is detailed, followed by an explanation of how the Sliding Window technique is applied to EEG signals 

with parameters of sample length and overlap ratio, and finally, the feature selection algorithms Correlation-

based Feature Selection and ReliefF are explicated. 

Wavelet Transform: Wavelet Transform has been used in EEG analysis frequently [24,25] to acquire the 

distribution of power among frequency bands within the data array. Wavelet coefficients give information 

about the correlation between the selected wavelet and the recorded EEG data array [26]. In this study, 

Morlet was used as the mother wavelet to determine the spectrum for time-frequency analysis. Power values 

Figure 2. Structure of EEG data acquisition throughout the experiment 
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in 4 frequency bands (delta, theta, alpha, and beta) are obtained for each EEG channel to be used as features. 

The formula used to extract the EEG features is shown in Equation (1) 

 

where is the extracted feature of 𝑗𝑡ℎ channel and 𝑖𝑡ℎ sub-band and 𝑆𝑖 (𝑓, 𝑡) is the wavelet spectrum of the 

𝑗𝑡ℎ channel from the EEG segment. Finally, the number of features for a particular subject obtained was 76 

(19 channels x 4 bands). During the feature extraction process, both the segment lengths and the overlap 

ratios between segments were used as parameters. Segment lengths were tested as 0.5, 1, 2, 3, and 4-seconds 

with 0%, 25%, 50%, and 75% overlap ratios. As a result, a total of 16 different evaluations were 

experimented with. 

Sliding Window: The sliding window technique is performed for investigating the patterns in EEG data. 

EEG studies frequently use the sliding window technique for exploring brain signals through recordings 

divided into segments of a few seconds (or hundreds of milliseconds) with a possible overlap between 

segments [27-29]. In this study, the length of the segments is used as a parameter for the analysis. The EEG 

dataset has 36 subjects, and each subject has 60 seconds long EEG signals. In order to analyze the effect of 

segment length on classification accuracy, we experimented with segment lengths of 0.5, 1, 2, and 4 

seconds. Besides, 0, 25, 50, and 75% overlap ratios are tested. Figure 3 shows the illustration of all overlap 

ratios for a 500ms long segment as an example. In this technique, the inclusion of windows (segments) by 

sliding them over each other is referred to as overlap, and the percentage to which the windows are included 

is termed the overlap ratio. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Figure 3's illustration, the section indicating 0% overlap demonstrates the windows as being completely 

separated, with the first window (0-500ms), the second window (500-1000ms), and the third window (1000-

1500ms) illustrated accordingly. The instances where these three windows approach each other are 

sequentially shown as 25%, 50%, and 75% overlap. The use of overlap ratio increases the number of 

samples in the dataset, thereby facilitating more extensive training with the available data. Additionally, it 

is utilized to prevent data losses caused by the non-stationary nature of EEG signals. 

Correlation-based Feature Selection (CFS): After the feature extraction step, we applied Correlation-

Based Feature Selection (CFS) [30] to identify the best features for mental task classification. The aim of 

the CFS method is to eliminate irrelevant and redundant features. CFS is applied to the extracted feature 

set and a subset of features is selected by finding the ones that have the highest relation (correlation) to the 

Fi
 j
=

1

N
∫ ∫ |

τf∈fi

Si(f,τ)|
2
 dτ df,   

 

i ∈  (δ, θ, α, β), and  j= 1,..,19 

 

   

(1) 

Figure 3. Overlap-ratios for a 500ms segment 
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class but the lowest relation to each other [31,32]. Decreasing the number of features decreases the training 

and testing durations while preserving comparable, even better for some cases, classification accuracies. 

ReliefF Algortihm: The Relief algorithm, formulated by Kira and Rendell in 1992 [33], employs a filter-

method strategy for feature selection, particularly emphasizing its keen sensitivity to interactions among 

features. ReliefF is an enhanced version of the Relief statistical model. The ReliefF method performs 

feature selection by taking a sample from the dataset and constructing a model based on the proximity of 

the selected sample to other samples within its class and its distance from samples in different classes. The 

algorithm is employed for determining the significance of features within a dataset, operating through a 

formula that updates their weights. This process involves randomly selecting an instance from the dataset, 

followed by identifying k nearest neighbors within the same class (hits) and k nearest neighbors from 

different classes (misses). The weight update for each feature is contingent upon the difference in feature 

values between the chosen instance and these neighbors. Specifically, if a feature demonstrates similarity 

in values with hits and disparity with misses, its weight is augmented. The formula for weight adjustment 

is shown in Equation (2) 

 

𝑊[𝑖] ∶= 𝑊[𝑖] −
𝑑𝑖𝑓𝑓(ℎ𝑖𝑡)

𝑘
+ ∑

𝑃(𝐶)

1 − 𝑃(𝐶𝑥)
∗

𝑑𝑖𝑓𝑓(𝑥, 𝑚𝑖𝑠𝑠𝐶)

𝑘
𝐶≠𝐶𝑥

 

where 𝑊[𝑖] denotes the weight of the 𝑖𝑡ℎ feature, diff represents the difference in feature values between 

the selected instance and its neighbors, and 𝑃(𝐶) signifies the predetermined probability of class 𝐶. In each 

iteration, 𝑥 is a randomly selected sample from the dataset. It updates the weights for each feature by 

comparing the features of the closest neighbors from the same class (hit) and different classes (miss). This 

methodology is iteratively applied across numerous instances, thus ascertaining the efficacy of features in 

discriminating between classes. 

 

Figure 4 illustrates which features were selected (white) or discarded (grey) for the analyses of all sampling 

length/overlap ratios. Each applied analysis is labeled on the left side, while the columns represent the 

frequency bands (delta, theta, alpha, beta) of 19 channels. The average number of selected features is 54.06 

(± 1.87) for CFS and 64.18 (± 8.83) for ReliefF. 

 

 
Figure 4. Visualization of selected (white) and discarded (grey) features for CFS and ReliefF Algorithms 

 

   

(2) 
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2.4. Classification    

In this study, k-Nearest Neighborhood (k-NN), Random Forest (RF), C4.5 Algorithm (J48) and Support 

Vector Machine (SVM) algorithms, which are frequently used in analyzing EEG signals [34-39], were 

exercised in the classification process. In machine learning algorithms, there are adjustable parameters that 

allow for the oversight of the model training process, termed hyperparameters. To ascertain optimal 

parameters, the Grid Search technique has been employed. Grid Search can be described as an automated 

version of manual hyperparameter optimization. It tests every possible combination of hyperparameters. In 

this study, optimal hyperparameters were obtained using the GridSearchCV [40] implementation from the 

Python library, Scikit-Learn.  

k-NN algorithm depends on distance for classification and the characteristics represented come from 

multifarious scales, normalizing the training data increases its accuracy significantly. In this study, kNN 

has three fundamental parameters which are "k", "distance metrics" and "weighting function". The k values 

between 1 to 50 (1,3,5,7….49) and Minkowski, Manhattan, and Euclidean, as values of the distance metric, 

are utilized. The weighting function was configured with "distance" and "uniform" as the selected values. 

The RF is a powerful supervised learning method that builds and merges decision trees to comprise a forest. 

RF yields an outcome that is the class chosen by the majority of trees. J48 is an algorithm in the WEKA 

program, an extension of the ID3 algorithm [36]. It is an algorithm that generates a decision tree created by 

C4.5 (an extension of ID3). The RF and J48 classifiers encompass three fundamental parameters: "random 

states", "n estimators", and "max depth". The values for "random states" are 0, 50, and 100; the values for 

"n estimators" are 64, 128, 256, and 512; and the values for "max depth" are 4, 8, 16, and 32. The SVM 

algorithm draws a line on a plane to separate placed points. It aims for this line to be at a maximum distance 

from the points of both classes. The SVM is characterized by three essential parameters: "gamma", "C", 

and "kernels". The gamma values explored were 1, 0.1, 0.01, 0.001, and 0.0001, while the C values were 

set at 0.1, 1, 10, 100, and 1000. The kernel parameter was set using "linear", "polynomial", and "radial basis 

function" as the values. For the aforementioned machine learning algorithms, a Grid Search was conducted 

over the used parameters. The names of these parameters and their values that yield the best results are 

presented in Table 4. 

Table 4. The Optimal Hyperparameters of Classifiers 

Classifiers Parameters Optimal Values 

k-NN 

k neighbors 5 

Distance metric Euclidean 

Weighting function Distance 

RF & J48 

n estimators 256 

Maximum depth 32 

Random state 0 

SVM 

Gamma 1 

C 10 

Kernel Radial basis function 

Performance Evaluation: Various methods are used to assess performances such as sensitivity (True 

Positive rate), specificity (True Negative rate), and precision (Positive Predictive value). In this study, 

classification accuracy, F1-score and Matthew’s Correlation Coefficient (MCC) criteria are preferred in 

performance evaluation. In imbalanced datasets, as with this dataset, accuracy results can prove to be 

deceptive. Under such circumstances, The F1-score and MCC metrics have been examined [41]. The F1-

score acts as the harmonic mean of precision and recall, taking into consideration both false positives and 

false negatives. This provides a more balanced and realistic evaluation of the true performance of the model. 

For the same reasons, in situations where the simple accuracy rate might be misleading, the MCC metric is 

as illuminating as the F1-score. MCC considers all combinations of correct and incorrect classifications, 

yielding values between -1 (complete disagreement) and +1 (perfect agreement). A value of 0 indicates 

performance equivalent to random classification. Therefore, it is employed to assess classification 

performance in a more comprehensive and balanced manner. Table 5 describes the accuracy, F1-score and 

MCC formulas. 
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Table 5. The Formulas of Evaluation Metrics 

Accuracy 
NTP+NTN

NTN+NFP+NFN+NTP

 

F1-score 
NTP

NTP+
1

2
(NFP+NFN) 

 

MCC 
(NTP+NTN) − (NFP+NFN)

√(N
TP

+NFP)(N
TP

+NFN)(N
TN

+NFP)(N
TN

+NFN)
 

• 𝑁𝑇𝑃(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒) =  # of the successful task correctly classified.  

• 𝑁𝑇𝑁(𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒) =  # of the unsuccessful task correctly classified. 

• 𝑁𝐹𝑃(𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒) =  # of the unsuccessful task incorrectly classified as successful.                                                                                                          

• 𝑁𝐹𝑁(𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒) =  # of the successful task incorrectly classified as unsuccessful. 

 

For performance evaluation, a leave-one-out cross validation (LOOCV) method was applied. In this 

method, each sample in the dataset is sequentially selected as a test instance while all other samples are 

used as the training set. This process is repeated for every sample in the dataset. LOOCV is beneficial for 

our dataset, which is not particularly large, as it allows for the evaluation of the model's performance using 

the maximum training data [42]. Moreover, this method is employed to assess the model's sensitivity to the 

data and its generalization capability. 

 

3. RESULTS AND DISCUSSIONS 

 

In this section, using machine learning algorithms, combinational results have been obtained by applying 

the determinative performance criteria of "sample length values" and "overlap ratios" parameters to features 

derived from the Wavelet Transform and to features selected through feature selection algorithms. Tables 

6, 7 and 8 show subject-independent results for 36 subjects evaluated with the leave-one-out cross-

validation method. In terms of content, Table 6 refers to the classification using the “Whole feature set” 

created from all subjects. Tables 7 and 8 present the classification results of the features obtained from the 

“CFS” and “ReliefF” algorithms, respectively. In Figure 5, the results of the aforementioned tables have 

been graphically represented, facilitating further interpretation. For Tables 6, 7 and 8, at first glance, an 

effective increase is observed in all classifier accuracy values as the sample length of the data records 

increases. Similarly, a noticeable change appeared in all classifier accuracy values of increasing overlap 

ratio within the same sample length. Hence, based on the data in the three tables, increasing the sample 

length and overlap ratio values has a positive effect on the outcomes.  

 

Another observation regarding these parameters is that, while there's a direct proportionality between the 

success rate and increases in overlap ratio and sample length, it can be stated for each graph in Figure 5 

that the influence of these parameters decreases with the increase in overlap ratios when moving from a 2-

second sample length to 4 seconds. On the other hand, most of the poorest accuracies are recorded for 0.5-

second sample length and 0% (25% for a few cases) overlap ratio value. In the tables for Whole-Set, CFS, 

and ReliefF, the values for accuracy, F1-score, and MCC across all classifiers have been observed to be 

closed. Consequently, the close alignment of the MCC and F1-score results has prevented occasional 

inaccuracies in the accuracy values. Furthermore, upon examining the average results of the evaluation 

metrics for all classifiers, the performance values are ranked as "Accuracy > F1-score > MCC". 
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When the results in Table 6 are analyzed, the best average values are obtained as “Accuracy = 0.989, F1-

score = 0.986 and MCC = 0.973” with SVM classifier. Upon examining Figure 5, it can be observed that, 

excluding the segment for 0.5-second sample length, there is virtually no rate of performance increase for 

other sample lengths in the Whole-Set / SVM graph. In Table 6, when the average MCC values are 

compared with other classifiers, they are ranked as follows: "SVM = 0.973, kNN = 0.949, RF = 0.898, J48 

= 0.888". An analysis of the results in Table 7 reveals that the optimal average values are "Accuracy = 

0.988, F1-score = 0.985, and MCC = 0.970" using SVM classifier. Figure 5 suggests that, aside from the 

data for the 1-second sample length, there is negligible performance improvement across other sample 

lengths in the CFS-Set / SVM representation. Furthermore, based on Table 7, when evaluating average  

Table 6. The Classification Results of The Whole-Set 

Whole-Set Classification Results 

Sample Overlap 

KNN SVM J48 RF 

Acc F1score MCC Acc F1score MCC Acc F1score MCC Acc F1score MCC 

0.5s 

0% 0.930 0.909 0.822 0.957 0.945 0.892 0.906 0.872 0.759 0.908 0.876 0.766 

25% 0.938 0.921 0.844 0.965 0.956 0.912 0.905 0.871 0.759 0.912 0.880 0.775 

50% 0.950 0.936 0.873 0.977 0.971 0.943 0.921 0.894 0.800 0.927 0.903 0.815 

75% 0.976 0.970 0.939 0.986 0.983 0.965 0.933 0.911 0.832 0.940 0.920 0.848 

1s 

0% 0.973 0.966 0.933 0.983 0.978 0.957 0.938 0.918 0.843 0.940 0.921 0.849 

25% 0.979 0.973 0.946 0.990 0.987 0.975 0.949 0.932 0.871 0.953 0.939 0.882 

50% 0.986 0.983 0.965 0.996 0.995 0.990 0.959 0.946 0.896 0.965 0.955 0.912 

75% 0.995 0.994 0.989 0.998 0.998 0.995 0.973 0.966 0.933 0.979 0.974 0.948 

2s 

0% 0.988 0.985 0.970 0.992 0.989 0.979 0.962 0.951 0.904 0.967 0.957 0.916 

25% 0.990 0.987 0.975 0.994 0.992 0.984 0.964 0.954 0.911 0.973 0.966 0.932 

50% 0.995 0.994 0.987 0.998 0.998 0.995 0.979 0.973 0.947 0.980 0.974 0.949 

75% 0.999 0.999 0.998 1.000 1.000 0.999 0.990 0.988 0.976 0.993 0.991 0.983 

4s 

0% 0.985 0.981 0.964 0.994 0.993 0.986 0.963 0.952 0.907 0.961 0.950 0.903 

25% 0.996 0.994 0.989 0.997 0.996 0.993 0.974 0.966 0.935 0.974 0.966 0.935 

50% 0.998 0.998 0.995 0.999 0.999 0.998 0.983 0.978 0.957 0.985 0.981 0.962 

75% 1.000 0.999 0.999 1.000 0.999 0.999 0.994 0.992 0.984 0.996 0.994 0.989 

Average 0.980 0.974 0.949 0.989 0.986 0.973 0.956 0.942 0.888 0.959 0.947 0.898 

Table 7. The Classification Results of the CFS-Set 

Feature-Set After CFS Classification Results 

Sample Overlap 

KNN SVM J48 RF 

Acc F1score MCC Acc F1score MCC Acc F1score MCC Acc F1score MCC 

0.5s 

0% 0.933 0.913 0.829 0.963 0.953 0.906 0.906 0.873 0.760 0.907 0.875 0.762 

25% 0.937 0.919 0.840 0.961 0.950 0.902 0.904 0.869 0.754 0.909 0.876 0.767 

50% 0.949 0.935 0.872 0.975 0.969 0.938 0.918 0.890 0.792 0.925 0.900 0.809 

75% 0.973 0.966 0.933 0.983 0.979 0.958 0.931 0.908 0.826 0.938 0.919 0.845 

1s 

0% 0.965 0.956 0.912 0.979 0.974 0.948 0.930 0.907 0.823 0.938 0.918 0.844 

25% 0.974 0.967 0.934 0.984 0.980 0.960 0.945 0.928 0.862 0.949 0.934 0.873 

50% 0.981 0.977 0.954 0.993 0.991 0.982 0.951 0.935 0.876 0.957 0.944 0.892 

75% 0.995 0.994 0.989 0.996 0.995 0.991 0.969 0.960 0.923 0.974 0.967 0.935 

2s 

0% 0.988 0.985 0.970 0.992 0.990 0.979 0.956 0.944 0.891 0.966 0.956 0.914 

25% 0.991 0.988 0.977 0.994 0.992 0.984 0.966 0.956 0.914 0.970 0.962 0.925 

50% 0.995 0.994 0.988 0.998 0.998 0.995 0.980 0.974 0.949 0.978 0.972 0.945 

75% 0.999 0.999 0.997 1.000 1.000 0.999 0.990 0.987 0.975 0.992 0.990 0.980 

4s 

0% 0.987 0.984 0.968 0.998 0.998 0.995 0.965 0.955 0.912 0.965 0.955 0.912 

25% 0.994 0.993 0.986 0.997 0.996 0.993 0.972 0.964 0.931 0.981 0.976 0.953 

50% 0.998 0.998 0.995 0.999 0.999 0.998 0.984 0.980 0.960 0.985 0.981 0.962 

75% 1.000 0.999 0.999 1.000 0.999 0.999 0.996 0.994 0.989 0.995 0.993 0.986 

Average 0.979 0.973 0.946 0.988 0.985 0.970 0.954 0.939 0.883 0.958 0.945 0.894 
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MCC values among different classifiers, the sequence is: "SVM = 0.970, kNN = 0.946, RF = 0.894, J48 = 

0.883". A review of the findings in Table 8 indicates that the best average metrics achieved are "Accuracy 

= 0.990, F1-score = 0.987, and MCC = 0.975" when employing the SVM classifier. Observations from 

Figure 5 imply that other than for the 1-second sample length, there's a minimal increase in performance 

for other sample durations in the ReliefF-Set / SVM chart. Additionally, according to Table 8, in terms of 

average MCC scores among various classifiers, they are ranked as: "SVM = 0.975, kNN = 0.959, RF = 

0.903, J48 = 0.891". 

In Figure 5, based on the obtained results, the most successful classifier was SVM, achieving an F1-score 

of 0.987 and an MCC of 0.975 when using the Feature-Set After ReliefF. From the results gathered, RF 

emerged as the low-performing classifier with an F1-score of 0.945 and an MCC of 0.894 when applied to 

the Feature-Set After CFS. Upon examining Figure 5 for the Feature-Set After ReliefF and MCC metric 

across all classifiers, a notable increase in results is observed when transitioning from a 0.5-second sample 

length to a 1-second sample length, amounting to approximately 8.5%. On the other hand, for SVM and 

kNN, the rate is around 3.5% when moving from a 1-second to a 2-second sample length, while for RF and 

J48, this average is about 10%. Similarly, for RF and J48, there's a 7.5% performance increase rate when 

shifting from a 2-second to a 4-second sample length whereas kNN and SVM demonstrate an average 

increment of just 0.8%. Therefore, the increase in sample length and overlap ratio has most positively 

impacted the RF and J48 classifiers.  

 

One of the primary issues to be discussed in the above results is the optimal sample length and overlap 

ratio. The results presented in the three tables demonstrate that elevating the values of sample length and 

overlap ratio yields beneficial effects on the results. Such a tendency underscores the importance of refining 

these parameters to augment the performance of the model significantly. Generally, a 50% overlap and a 

1-second sample length are deemed sufficient in EEG studies, but this study compared outcomes by 

providing various values for sample length and overlap ratio. Although the increase in overlap ratio 

consistently yields positive effects, the computational demand escalates with the size of the data due to the 

increased volume generated by the overlapping process. Therefore, determining the optimal value based on 

the dataset in use is of importance.  

  

Table 8. The Classification Results of the ReliefF-Set 

Feature-Set After ReliefF Classification Results 

Sample Overlap 

KNN SVM J48 RF 

Acc F1score MCC Acc F1score MCC Acc F1score MCC Acc F1score MCC 

0.5s 

0% 0.939 0.923 0.846 0.961 0.950 0.901 0.905 0.872 0.758 0.913 0.884 0.778 

25% 0.949 0.935 0.871 0.966 0.957 0.915 0.912 0.881 0.777 0.916 0.887 0.787 

50% 0.956 0.945 0.890 0.975 0.968 0.937 0.921 0.894 0.800 0.930 0.906 0.822 

75% 0.979 0.974 0.948 0.984 0.980 0.960 0.935 0.914 0.836 0.941 0.922 0.851 

1s 

0% 0.979 0.974 0.948 0.988 0.984 0.969 0.938 0.917 0.842 0.943 0.924 0.855 

25% 0.982 0.978 0.956 0.989 0.987 0.974 0.950 0.935 0.874 0.955 0.941 0.886 

50% 0.989 0.987 0.974 0.996 0.996 0.991 0.961 0.950 0.903 0.965 0.955 0.913 

75% 0.996 0.995 0.990 0.998 0.998 0.995 0.975 0.968 0.938 0.980 0.974 0.949 

2s 

0% 0.995 0.994 0.989 0.993 0.991 0.982 0.964 0.953 0.909 0.970 0.962 0.926 

25% 0.993 0.991 0.982 0.996 0.995 0.989 0.969 0.960 0.921 0.972 0.964 0.929 

50% 0.996 0.995 0.991 0.999 0.998 0.996 0.978 0.972 0.945 0.980 0.975 0.951 

75% 0.999 0.999 0.998 1.000 1.000 0.999 0.991 0.989 0.979 0.993 0.991 0.983 

4s 

0% 0.993 0.991 0.982 0.998 0.998 0.995 0.957 0.945 0.893 0.967 0.957 0.917 

25% 0.996 0.994 0.989 0.997 0.996 0.993 0.974 0.967 0.935 0.981 0.976 0.953 

50% 0.999 0.999 0.998 0.999 0.999 0.998 0.982 0.977 0.955 0.984 0.979 0.960 

75% 1.000 0.999 0.999 1.000 0.999 0.999 0.995 0.993 0.986 0.996 0.995 0.990 

Average 0.984 0.980 0.959 0.990 0.987 0.975 0.957 0.943 0.891 0.962 0.950 0.903 
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Figure 5. The results of machine learning algorithms (kNN, SVM, J48, and RF) using wavelet features (Whole-Set, CFS, and ReliefF) are depicted 

graphically in terms of Accuracy, F1-score, and MCC metrics 
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Another point of interest in the study is that the most traditional feature selection method, CFS, has yielded 

slightly lower results from the features already obtained. Conversely, the ReliefF method has shown a 

marginally positive impact on the results. The most significant inference that can be drawn from this is that 

each EEG channel in the dataset is capable of capturing a sufficient and significant amount of information.  

 

Lastly, an aspect that requires discussion pertains to the classifiers. The kNN and SVM algorithms have 

shown successful outcomes with a small margin of difference, demonstrating correlated performance 

patterns. On the other hand, when considering the decision tree algorithms, RF and J48, although they 

exhibit some internal correlation, they have not achieved as successful results as kNN and SVM. Finally, 

the SVM achieved the highest average success rates (Confusion matrix: TP = 1140, FN = 21, FP = 20, TN 

= 2986) , recording an accuracy of 0.990, an MCC of 0.975 and an F1-score of 0.987. In contrast, the lowest 

success rates were found in the J48, which attained with MCC of 0.883 and an F1-score of 0.939. 

 

As can be seen from Table 2, upon examining articles in the literature that utilize the same dataset, it is 

observed that studies classifying Resting / Counting (including Before/After study) have achieved results 

close to 100%. However, it is already known that Resting and Mental states exhibit distinct differences, 

hence achieving high accuracies in such classifications is expected. On the other hand, as shown in Table 

2, studies that made Good / Bad distinctions reveal accuracy values ranging between 72.20% and 98.10%. 

When comparing our results to those obtained in studies focusing on Good / Bad, our best outcome was 

achieved using SVM with an accuracy of 99.0%, suggesting that this study is promising. 

 

4. CONCLUSION 

 

EEG cognitive tasks are pivotal in neuroscience for their capacity to non-invasively record electrical 

activity in the brain, providing real-time insight into the neural underpinnings of cognitive processes. This 

area is crucial for advancing our understanding of the brain-behavior relationship and enabling the 

development of targeted interventions. In order to contribute to this research, we used an open-access 

dataset “Electroencephalograms during Mental Arithmetic Task Performance” [21] in this study. A mental 

task analysis is explained for precise classification of whether the mental arithmetic task was successful or 

not (Good/Bad selection). The proposed method is leaned on Wavelet Transform obtaining energy sub-

bands as EEG features. The purpose is to demonstrate the results obtained from machine learning classifiers 

by altering the parameters of sample length and overlap ratio, utilizing EEG features that are Whole-Set, 

CFS-Set, and ReliefF-Set. Additionally, we utilized the grid search technique to ascertain the optimal values 

of hyperparameters for the machine learning classifiers. The F1-score and MCC metrics have been 

employed to reinforce the accuracy results. The leave-one-out cross-validation method was employed to 

reduce the model's bias towards training data and to provide more insight into the model's generalization 

capabilities. When the results are examined, as mentioned in the previous section, the highest values are 

obtained using ReliefF features with an SVM classifier, averaging across all participants, resulting in an 

accuracy of 0.990, an F1-score of 0.987, and an MCC of 0.975. 
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