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Abstract. Queues are formed by people waiting for a service in public 

institutions and they can be defined as orderly groups of people. Automatically 

counting the number of people waiting in a queue through video camera footage 

would provide these institutions with valuable information with regards to customer 

service quality. In this paper, our goal is to compare several machine learning 

methods for finding the total number of people waiting in a queue given video 

camera frames. We approached this problem as a regression task. We used a subset 

of the Collective Activity Dataset and compared three different methods. The first 

two methods used bounding box coordinates and orientations provided by the 

dataset, while the last method utilized the bounding box coordinates to extract 

feature maps from the frames using RoiAlign. The first method used XGBoost, 

while the latter methods used Convolutional Neural Networks (CNNs). Results 

show that the method using RoiAlign presents the best prediction performance in 

terms of mean squared error and mean absolute error, compared to other methods. 
 

 

1. Introduction 
 

A queue is a group of people waiting to receive some service in an organized manner. 

Detecting the number of people waiting in a queue has important applications for 

retail stores and public institutions such as hospitals. Knowing the queue length 

density for different time periods would allow public-serving facilities to optimize 

their human resource allocation in order to reduce waiting times and improve their 

quality of service. 

 Compared to a crowd, a queue is characterized by its orderly structure. The people 

comprising a queue form straight or curved lines, and they usually face the same 
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general direction. The known literature mostly focuses on the crowd counting 

problem, which has a similar objective to the queue length detection problem. Crowd 

counting can be implemented through detection, regression or density map 

estimation [7] methods. Detection based methods are used to detect hand-crafted 

features such as the existence of body parts or body appearance [6] to find the total 

body count. Object detection techniques such as YOLO and Faster-RCNN have also 

been used for crowd counting [8, 9, 10, 11]. In contrast to object detection methods, 

regression based methods predict the total count of people in an image directly. 

Finally, the density map estimation methods work by creating a crowd density map 

which is then used to find the total count. Since regression and density map 

estimation methods do not rely on detecting and counting people individually, they 

are more resilient to occlusion problems. 

 

 
 

Figure 1.  A sample frame from the collective activity dataset [1]. 

 

ACTi, which is a corporation that provides video analytics solutions, offers a queue 

management system that can determine the amount of time a person has spent 

waiting on a queue [13]. The system works by counting the number of people in a 

region of interest determined by store managers [14]. 

 Saini et al. used bounding boxes obtained from an object detector to estimate the 

number of people waiting in the queue in a given frame [15]. Their method assumes 

that a queue lies on a straight line on the image and fits a line in the form of y=mx+b 
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that minimizes the distance to the midpoints of the bounding boxes. To estimate the 

parameters of this line, they formulate the problem as an optimization problem and 

solve it using convex hull optimization. 

 In [16], Wu et al. model scenes as `actor-relation graphs` in order to classify 

collective and individual activities carried out by people in video streams. They use 

RoiAlign to extract features for each bounding box, which is then used to obtain 

feature vectors. These vectors are then used to build actor-relation graphs. After 

graph convolution and pooling, classifiers predict group activity and individual 

activity carried out by actors. 

 In this paper, we approached the queue length detection task as a regression 

problem. Given an image, our objective was to count the total number of people 

waiting in a queue while disregarding those that were not part of a queue. To this 

end, we evaluated 3 different methods on a subset of the collective activity dataset. 
 

2. Data and Methods 
 

The Collective Activity dataset was created by Choi et al. with the goal of classifying 

collective activities carried out by groups of individuals [1]. The dataset is made up 

of 44 short videos. In each video, there is a small number of people carrying out a 

group activity such as talking, queuing or walking. Labels provided for each video 

contain the bounding box coordinates, individual activity and pose for every tenth 

frame. 

 

 
 

Figure 2.  Dataset preparation steps. 
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To obtain the subset of the Collective Activity dataset used in this study, we used 

all 7 of the video clips that contained queues as well as 7 video clips that contained 

no queues. For both video sets, 4 out 7 video clips were chosen for the training and 

the remaining 3 video clips were reserved for validation. Separating video clips in 

this manner ensured that the frames in the validation set and the frames in the training 

set came from different video clips. From each video clip in the training set, 21 

frames were selected equidistantly. Similarly, 7 frames were extracted from every 

video clip in the validation set. This process resulted with 168 frames in the training 

set and 42 frames in the validation set with a validation/train split ratio of 20%. For 

each frame, the total number of individuals labeled as `queuing` served as the target 

variable of the regression task. 

 The first method we used was XGBoost utilizing tabular features. XGBoost, 

which stands for `Extreme Gradient Boosting`, was created by Chen and Guestring 

and it is defined as a `scalable tree boosting system` [2]. We used midpoint 

coordinates of each bounding box and pose information as features. Since each frame 

contains a variable number of individuals, and therefore, a variable number of 

bounding boxes; there are a different number of features for each frame. To get a 

fixed number of features to be given to the model, we assumed a limit of 14 people 

in a single frame. If the number of people in the frame was less than this value, the 

features of the individuals that were not present were set to 0. We used the same limit 

in the other methods as well. For the XGBoost model, we ended up with 42 features 

for each frame: 14 X coordinates, 14 Y coordinates and 14 pose labels. 

 

 
 

Figure 3.  CNN model architecture. 
 

 The second method utilized a convolutional neural network (CNN). CNNs are 

deep learning models that are appropriate for input data that has regular spatial 
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structure, such as images [3]. The CNN architecture we used can be seen in Figure 

3. Similar to VGG, the architecture is comprised of a number of convolutional layers 

with 3x3 kernels and max pooling, followed by a fully-connected layer. The input 

dimensions are 9x224x22. The channels in the input correspond to different human 

orientations in the dataset. To create the input for the model, we obtained the middle 

point coordinates of each bounding box in a frame and scaled these coordinates to 

fit in a 224x224 grid. We then marked these coordinates in their respective pose 

channel. For example, if a person's rescaled bounding box coordinates were 

calculated as (100, 200) and that person's orientation was labeled as facing right, 

then the respective coordinate in the first channel (which corresponds to the 

orientation `right`) was set to 1. The persons with unspecified orientations were 

placed in the first channel. 

 

 
 

Figure 4.  RoiAlign model architecture. 
 

The third method also makes use of convolutional neural networks and its 

architecture can be seen in Figure 4. This network corresponds to the feature 

extractor stage in [16] by Wu et al. The model is made up of a feature extractor 

followed by a classifier that utilizes RoiAlign, which was introduced in [4] by He et 

al for extracting feature maps from a region of interest. The feature extractor takes a 

3x224x224 input image and creates feature maps of size 512x7x7. We used a 

VGG16 [5] model without the fully-connected layers as the feature extractor. The 

classifier takes the output of the feature extractor and bounding box positions as 

input. Using RoiAlign, the classifier extracts 3x3 feature maps for each bounding 

box in the frame. This is followed by fully-connected layers. The model outputs a 
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value for each bounding box in the frame that represents the probability of the person 

in the bounding box belonging to a queue. We can then use the number of positive 

predictions output by the model as the number of people predicted to be in a queue 

for a given frame. 

 The XGBoost model was trained with default hyperparameters. To train the CNN 

and CNN RoiAlign models, we used the Adam [12] optimizer. After trying learning 

rates that ranged from 10-5 to 10-2, we used a learning rate of 10-4 for the CNN model 

and a learning rate of 10-5 for the CNN RoiAlign model. Each training run lasted for 

50 epochs, with early stopping after 10 epochs with no improvement. 

 
Table 1. Evaluation results (Average of 5 training runs). 

Method Mean squared error Mean absolute error 

XGBoost 11.20 2.22 

CNN 10.58 2.99 

CNN RoiAlign 4.28 0.97 

 
3. Results  

 
The results are shown on Table 1. We used mean squared error (MSE) and mean 

absolute error (MAE) to evaluate and compare each method. Due to the small size 

of the test set, there is a possibility of high variance in the obtained results. Because 

of this, we trained and evaluated each method 5 times and presented the average 

values obtained from these training runs. The network that utilized RoiAlign had the 

best MSE and MAE scores out of all methods. The CNN model that only used 

bounding box coordinates and pose information was very similar to the XGBoost 

model in terms of the MSE, while the XGBoost model gave better results in terms 

of the MAE. 

 According to the results shown in Table 1, it can be seen that the CNN RoiAlign 

method yields the best results compared to other methods, while the results for 

XGBoost and CNN in terms of the mean squared error were similar. The RoiAlign 

method makes use of extracted feature maps from the input image, while the 

XGBoost and the CNN models used only the bounding box position and pose 

information. The lower performance of the XGBoost and CNN models may have 

been caused by their direct dependency to bounding box coordinates provided in 

pixel coordinates. Since the dataset contained a mix of indoor and outdoor scenes 

with different locations and camera angles, the physical distances related to pixel 

distances were different for each scene. 
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4. Conclusion 
 

This paper presents a comparison of different Machine and Deep Learning based 

methods for Queue Length Detection problem. In order to conduct experiments, a 

subset of the Collective Activity Dataset was employed. Three different methods 

were compared. While the first two methods, XGBoost and CNNs, used bounding 

box coordinates and orientations provided by the dataset; the final method, based on 

CNNs architecture, utilized the bounding box coordinates to extract feature maps 

from the frames using RoiAlign. Results showed the superiority of the final method 

over previous methods. It should be noted that the lower performance of the first two 

methods may have been caused by their direct dependency on pixel coordinates. 

Even though the CNN RoiAlign method still utilizes pixel coordinates of the 

bounding box locations, we found that using RoiAlign to extract feature maps for 

each bounding box and then classifying these boxes individually gives better results 

compared to other methods. Authors are planning to apply more complex Deep 

Learning architectures and larger datasets to the problem at hand in future work. 
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