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Abstract—The Machine Readable Zone (MRZ) is a 

standardized section found on identification documents (IDs) that 

adhere to the International Civil Aviation Association (ICAO) 

Document 9303. The MRZ region contains sensitive personal 

information about the document holder, and a portion of this 

information is utilized to establish communication between the 

passive chip within the ID and a mobile device via Near Field 

Communication (NFC) protocol. This communication is crucial as 

the data retrieved from the ID's chip is subsequently used in 

authentication steps such as face or fingerprint recognition. Thus, 

accurate detection of the personal information within the MRZ 

region is vital. In this research study, we propose a fast and 

lightweight approach for MRZ region detection called 

MobileMRZNet, which is based on the BlazeFace model. The 

MobileMRZNet architecture is specifically designed for mobile 

Graphical Processing Units (GPUs) and enables rapid and precise 

detection of MRZ regions. To train and evaluate the model, a 

dataset consisting of both simulated and real data was created 

using Turkish national IDs. The BlazeFace model was 

reconfigured and trained specifically for MRZ region detection. 

The detector, based on BlazeFace and trained on augmented real 

and simulated data, demonstrates excellent generalization 

capabilities for deployment with real IDs. Both qualitative and 

quantitative results confirm the superiority of our proposed 

method. The mean Intersection over Union (IoU) for the first 

frame, without utilizing any layout alignment for IDs, achieves an 

accuracy of approximately 81\%. For character recognition, the 

method achieves 100\% accuracy after three consecutive frames. 

The model operates in less than 10 milliseconds on a mobile device, 

and its size is around 400 KB, making it significantly fast, 

lightweight, and robust compared to any existing MRZ detection 

methods. 

 

Index Terms—Biometric identification, Blazeface model, ID 

Cards, MRZ Detection, Travel Documents.  

I. INTRODUCTION 

DENTITY  DOCUMENTS  (IDs)  play  a  vital  role  in  

ensuring national security and enabling citizens to engage in 

various activities such as voting, traveling, and accessing 

government and private sector benefits. The accurate 

verification of IDs allows governments to effectively monitor 

their citizens, identify illegal immigrants, prevent identity theft, 

track criminals, monitor terrorism activities, and identify 

individuals who may pose a risk to national security. Moreover, 

governments provide services specifically tailored to their 

citizens, and IDs serve as a means to streamline service delivery 

by ensuring that only eligible citizens receive these services, 

minimizing any potential errors or misuse by non-citizens. 

When the brief history of IDs are checked, it is evident that 

they first appeared around 1876. However, they did not become 

widely accessible until the early 20th century [1]. The 

introduction of photographic IDs occurred in 1915, following 

the well-known Lody-Spy scandal [2]. Prior to 1985, there was 

no global standardization for IDs. It was in 1985 that ISO/IEC 

7810 established standardized guidelines for the shape, size, 

and content of IDs, which were further refined in 1988 through 

ISO/IEC 7816. As technology advanced, radio frequency 

identification (RFID) chips were integrated into IDs, enabling 

the storage of sensitive personal information alongside 

biometric data like photographs and fingerprints. The most 

recent standards for IDs are defined by the International Civil 

Aviation Association (ICAO), and the majority of countries 

worldwide have aligned their ID systems with these standards 

[3]. 

The International Civil Aviation Organization (ICAO) 

document 9303 establishes the standardized guidelines for 

machine-readable travel documents, including national IDs, 

passports, and more. Presently, over 190 countries have adopted 

these standards and incorporate machine-readable zones 

(MRZs) within their respective IDs. 

The MRZ is a specific section on IDs that contains sensitive 

personal information about the document holder. It is designed 

to streamline and expedite the scanning process for 

government-issued documents such as IDs and passports. The 

information within the MRZ can be read using optical character 

recognition (OCR) methods, such as the Tesseract OCR engine, 

as the characters in the MRZ region have a unique font called 

OCR-B. To enhance the accuracy and performance of the OCR 

engine, it is crucial to accurately detect the exact MRZ region 

on IDs beforehand [4].  

The MRZ region is commonly used as part of the 

authentication process, with some of its information utilized to 

access the chip within IDs via the Near Field Communication 

(NFC) module of mobile phones.  NFC comprises a collection 

of short-range wireless technologies that establish a reliable 
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connection between the passive chip on IDs and mobile 

devices, typically requiring a distance of 4cm or less [5]. To 

initiate communication via NFC and retrieve sensitive personal 

or biometric information from the chip, control over the data 

written on the ID's MRZ region, such as the date of birth, 

document number, and expiration date, is necessary. Once this 

information is provided to the chip, a communication process 

known as the hand-shake protocol begins, allowing the 

extraction of highly secure personal information, facial 

biometric images, and fingerprints from the ID's chip. This 

information is highly reliable for identity verification, as it is 

difficult to manipulate, tamper with, or falsify the data stored 

within the chip. Additionally, passive and active authentication 

processes implemented on the chip help ensure the integrity of 

the information, guarding against cloning, tampering, and 

manipulation [6].  As a result, the use of NFC-based IDs 

authentication has gained popularity, particularly in financial 

and banking mobile applications. 

Several methods have been proposed for MRZ detection and 

character reading [7-17]. The initial method lacked a dedicated 

detection module and required users to manually align their IDs 

with a specific template on the device screen, followed by 

manual cropping to obtain the MRZ region. However, this 

heuristic approach heavily relied on the user's ability to align 

the ID properly, leading to inaccuracies if alignment was not 

precise [7]. Subsequently, methods were introduced that 

employed binarization of the MRZ region using adaptive 

thresholding. Horizontal and vertical histogram projections 

were utilized to decompose the document image into character 

parts, and character recognition algorithms were applied to 

extract the desired information [8, 9]. However, these methods 

were found to be less robust in scenarios with nonuniform 

illumination and situations involving occlusion, making them 

unsuitable for sensitive mobile applications. In a different 

approach, a combination of Fuzzy Adaptive Resonance Theory 

(ART)-based Radial Basis Function (RBF) network and 

Principal Component Analysis (PCA) algorithm was proposed 

for passport recognition [10]. This method involved isolation 

and connected component analysis, filtering and selecting 

clustered lines of text, and converting the input image to a 

binary image prior to component search. However, this method 

relied on video frames and fusion of results from multiple 

frames, which increased processing time. Furthermore, the 

complexity of the algorithm made it unsuitable for mobile 

implementation, and it was specifically designed for passport 

documents. 

Neural network (NN) based models have been proposed for 

MRZ detection as well. In a study by Khan et al. [11], a 

combination of Convolutional Neural Network (CNN) and 

Artificial Neural Network (ANN) was employed for accurate 

recognition of the passport MRZ region, even when dealing 

with passport images of varying sizes and skewed orientations. 

To achieve effective character segmentation, the method 

included MRZ line detection using a connected component 

analysis algorithm and skew correction using a perspective 

transform algorithm. The results of this approach showed 

promise, but it should be noted that the method is complex and 

specifically applied to passport images, limiting its applicability 

to other types of IDs. 

A recent MRZ region detection model named MRZNet, 

proposed by Li et al. [12], has demonstrated remarkable 

performance compared to other existing MRZ detection 

models. MRZNet is based on MobileNetV2 architecture [13]. 

The authors conducted a comprehensive comparison with 

Tesseract-based methods [14], a deep learning-based 

commercial solution [15, 16], and end-to-end NN based text 

spotting approaches [17, 18]. They reported that their method 

outperforms existing solutions by a significant margin and can 

effectively extract MRZ information from passports of various 

sizes and content. However, similar to other existing solutions, 

the running time of the method and the size of the model may 

not be optimal for mobile device implementation. Additionally, 

it should be noted that the evaluation of MRZNet's results was 

specifically focused on passports and not on other types of 

travel documents, limiting its generalizability to those 

document types. 

Our proposed model has been rigorously compared with two 

well-known models, PassportEye [14] and UltimateMRZ [15] 

utilizing two publicly available datasets (MIDV-500 [19] and 

MIDV-2019 [20], in addition to a dataset specifically generated 

for this study. These comprehensive comparisons offer insights 

into the performance of our model in terms of character error 

rate (CER), model size, and inference time, highlighting its 

capabilities and advantages for the mobile platforms. 

A. Types of Graphics 

The MRZ is a designated section within IDs that holds 

sensitive personal information of the document holder. 

Currently, the majority of countries incorporate MRZ regions 

in their IDs. The specifications and formats of the MRZ region 

are defined by the ICAO document 9303 [3]. The specific 

layout and content of the MRZ region may vary depending on 

the type of document, such as passports, national IDs, or other 

travel documents. 

 "Type 1" refers to a common format for national IDs, 

which are typically similar in size to credit cards. In 

this format, the MRZ region of the ID contains three 

lines, each consisting of 30 characters. 

 "Type 2" refers to a less common format for IDs, 

which deviates from the typical credit card-size. In this 

format, the MRZ region of the ID contains two lines, 

and each line consists of 36 characters. 

 "Type 3" refers to the standard format used for 

passports. In this format, the MRZ region of the 

passport contains two lines, with each line consisting 

of 44 characters. 

 The commonly used ID formats are Type 1 and Type 3 IDs. 

Type 1 IDs is 85.6 × 54.0 mm (3.37 × 2.13 in) in size such as 

credit cards. The MRZ data in Type 1 IDs consists of three 

rows, with each row containing 30 characters. The characters 

used in the MRZ region are limited to uppercase letters "A–Z", 

digits "0–9", and the filler character "<". Type 3 is a passport 
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and contains two rows of 44 characters in each and the 

characters are the same as in Type 1. 

Indeed, the MRZ region specifications can vary depending 

on the document types and countries. In the case of Turkish 

national IDs, the MRZ region consists of three lines, with each 

line containing 30 characters. On the other hand, Turkish 

passports have a different MRZ format, with two lines and each 

line consisting of 44 characters. In the scope of the study, the 

focus was primarily on "Type 1" and "Type 3" IDs, which are 

typical for national IDs and passports, respectively, in Turkey. 

However, the methodology and findings of the study can also 

be applicable to standardized foreign IDs that comply with the 

ICAO specifications. 

The decomposition of the MRZ region in the simulated 

Turkish ID are presented in Fig. 1. Highlighted information 

inside the red boxes in the Fig. 1 can be described in correct 

order as follows; 

 (First line) Document Type “I” is for ID card, country 

code, document number, control digit, national 

identification number. 

 (Second line) Date of birth, control digit, sex “M” 

refers to male and “F” refers to female, expiration date 

of the document, control digit, nationality, control 

digit. 

 (Third line) Surname, Name. 

 

 
 

Fig.1. MRZ region in simulated Turkish ID document and decomposition 

of the MRZ region. 

Accurate detection of the document number, date of birth, 

and expiration date from IDs is crucial for initiating 

communication with the passive chip inside the IDs using 

mobile devices. The information extracted from the MRZ 

region, including these specific details, is used to establish a 

connection with the chip via OCR technology. If any of the 

characters in the MRZ region are recognized incorrectly, the 

communication process will not initiate. In such cases, the MRZ 

region detection process will restart until all the characters are 

successfully recognized by the OCR engine, ensuring the 

accuracy and reliability of the extracted information. 

Many financial institutions and banks have adopted digital 

onboarding systems to attract new customers and facilitate 

secure account access. One integral component of this process 

is the detection of the MRZ region, particularly in the widely 

used "Know Your Customer" (KYC) onboarding system. KYC 

is a regulatory requirement and a set of processes and 

procedures that businesses, especially in the financial sector, 

must follow to verify and identify their customers. The KYC 

process involves gathering and verifying relevant information 

about customers to ensure their identities, assess potential risks, 

and prevent illegal activities such as fraud, money laundering, 

and terrorist financing. The KYC process typically involves 

obtaining identification documents, verifying the authenticity 

of the documents, collecting additional information about the 

customer, and conducting risk assessments. This information is 

used to establish the customer's identity, understand their 

financial activities, and ensure compliance with legal and 

regulatory obligations. 

Absolutely, accurate and efficient detection of the MRZ 

region at the beginning of the KYC steps is highly crucial. The 

MRZ region contains vital information about the customer. By 

accurately detecting and extracting this information, businesses 

can establish the customer's identity with confidence and ensure 

the integrity of the onboarding process. Reliable extraction of 

crucial information from the MRZ region enables businesses to 

verify the customer's identity more effectively, streamline the 

onboarding process, and reduce the risk of errors or fraudulent 

activities. It facilitates the automatic population of customer 

data, eliminating the need for manual entry and minimizing 

potential human errors. By setting a strong foundation through 

accurate and efficient MRZ region detection, businesses can 

enhance the overall KYC process, improve customer 

experience, and ensure compliance with regulatory 

requirements. It helps establish trust and confidence in the 

onboarding process, ultimately leading to a successful and 

streamlined customer onboarding journey. 

In this study, we have developed a specialized MRZ 

detection solution that is optimized for mobile devices, ensuring 

both speed and accuracy. Our approach is based on the 

BlazeFace model, a lightweight deep learning model created by 

Google. By training our model with a combination of real and 

simulated data that we generated, we have achieved impressive 

results in detecting the MRZ region. Our proposed method 

offers fast and precise detection capabilities for the MRZ 

region, making it applicable for various types of IDs such as 

national IDs, passports, and visas. The training process 

involved significant effort to ensure optimal performance, 

resulting in reliable and efficient detection results. By 

leveraging the power of deep learning and tailoring the model 

specifically for mobile devices, our solution provides a practical 

and effective approach for MRZ detection. It offers the 

potential to enhance identification processes, improve 

efficiency, and enable secure and reliable document verification 

in a mobile environment. 

The rest of the paper is organized as follows. In section 2, 

MRZ region and its importance is discussed. Section 3 

introduces the popular BlazeFace model for object detection. In 

section 4, proposed approach is introduced, and the dataset 

details and experimental results are explained in section 5. The 

paper is concluded in Section 6. 

II. BLAZEFACE MODEL 

BlazeFace is proposed by [21] for lightweight and well 

performing face detection method on mobile devices. In their 

test cases, some flagship mobile devices can run at sub-

millisecond in face detection. It is inspired from 

MobilNetV1/V2 architectures [13, 22] and single shot multibox 
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detector (SSD) models [23]. The first model is exploited for 

feature extraction and the second model is exploited for GPU-

friendly anchor scheme. In addition, alternative approach is 

applied to the non-maximum suppression (NMS) algorithm for 

additional refinement at the final stage. BlazeFace is primarily 

used for face detection purposes and it is also combined with 

mobilefacenets [24] in the recent study [25]. 

Many models are using traditional convolution netwroks 

(generally, it is 3×3 kernel size) on the input image and the 

computational cost can be significant. From the computational 

view, input image has a size s×s×c, where s is the image 

dimensions and c is the number of channel and the convolution 

kernel is k×k×d where k is the kernel dimension and d is the 

number of kernels. Then, total number of operations will be 

𝑑𝑠2𝑐𝑘2 for the normal convolution case. In MobileNetV1/V2 

depth-wise separable convolution computation is used which 

consists of depth-wise and point-wise convolutions. For the 

same size input image and kernel like in the normal convolution 

case, depth-wise and point-wise convolutions’ computations 

will become 𝑠2𝑐𝑘2 and 𝑠2𝑐𝑑, respectively. Thus, total 

computation for the depth-wise separable convolution will be 

𝑠2𝑐𝑘2 + 𝑠2𝑐𝑑 and their ratio becomes factor of 
𝑑

𝑠2. There is 

factor of 
𝑘2𝑑

𝑘2+𝑑
 decrease between the normal convolution and 

depth-wise separable convolution [22]. This reduction in 

computation makes the MobileNetV1/V2 models more 

computationally efficient while still maintaining good 

performance. It allows for faster inference and makes these 

models suitable for resource-constrained environments, such as 

mobile devices. 

In addition, between the depth-wise and point-wise 

convolution operations, the latter one takes more time not only 

due to the arithmetic operations but also due to fixed costs and 

memory access factors.  Thus, increasing the kernel size of the 

depth-wise part is cheap and does not explode running time of 

the model. In [22], the use of a 5×5 kernel size in the depth-

wise convolution operation has been shown to be effective in 

increasing the receptive field size and improving the 

performance of the model. This approach provides a balance 

between computational efficiency and capturing more 

comprehensive information from the input data. By optimizing 

the kernel sizes and balancing computational costs, the 

BlazeFace model achieves a good trade-off between model 

efficiency and receptive field enlargement, making it suitable 

for real-time applications on mobile devices. 

To further accelerate the progression of the receptive field 

size, a double BlazeBlock is introduced in addition to the single 

BlazeBlock. The double BlazeBlock is designed to effectively 

capture larger contextual information and enhance the 

understanding of complex visual patterns. The double 

BlazeBlock consists of two consecutive sets of convolutional 

layers, depth-wise separable convolutions, and non-linear 

activation functions. Each set of convolutions is followed by a 

down-sampling operation, typically achieved through max 

pooling or strided convolutions, which reduces the spatial 

dimensions of the feature maps. By stacking two BlazeBlocks 

together, the receptive field of the model is increased, allowing 

it to capture more global information and contextual 

dependencies. The double BlazeBlock architecture enables the 

network to learn more robust and discriminative features, 

enhancing its ability to accurately detect and classify objects. 

This progression in receptive field size is particularly beneficial 

for tasks that involve objects with varying scales or complex 

spatial relationships. Both single and double Blazeblock 

architectures are shown in Fig. 2 

 

 
Fig.2. (a) Single Blazeblock, (b) double Blazeblock. 

 

By incorporating the double BlazeBlock into the network 

architecture, the model can effectively handle larger and more 

diverse visual inputs, making it suitable for applications such as 

object detection, scene understanding, and image classification. 

For the feature extraction part, the input RGB image (face 

image) is 128×128, BlazeFace model architecture contains 5 

single BlazeBlocks and 6 Double BlazeBlocks. The highest 

channel resolution is 96 and the lowest spatial resolution is 8×8. 

In addition, the classical non-maximum suppression 

algorithm (the final bounding box depends only one of the 

candidate anchor) is replaced with blending strategy that 

predicts the regression parameters of bounding boxes as 

weighted mean between overlapping estimations. In [21], it is 

mentioned that this replacement brought 10\% increase in the 

accuracy for the detection results. 

III. PROPOSED METHOD 

The BlazeFace model [21], originally developed for face 

detection and facial landmark detection on mobile devices, has 

proven to be effective with its lightweight design and high-

speed architecture. It performs comparably well to other 

popular face detection models while offering the advantages of 

its lightweight nature. Leveraging the performance of the 

BlazeFace model in face detection, we have modified it to 

detect the MRZ region in IDs. 

In our modified model which is shown in Fig. 3, the layers of 

the BlazeFace model remain the same, but the input sizes have 

been increased from 128 to 320. This allows for the collection 

of features from the 9th layer output and the last layer output, 

increasing the total anchor count. While a lower anchor count 

may reduce inference time, it can also compromise model 

performance. Thus, anchor counts and schemes have been 

updated to achieve better detection performance. 

Typically, face detection models assume that the aspect ratio 

of the detected face's width and height is equal to 1, and prior 

boxes are set accordingly. However, in the case of the MRZ 

region, it has been determined that the aspect ratio for width to 

height is approximately 4. Therefore, the aspect ratio value for  
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Fig.3. Block diagram of our proposed model. 

 

the prior boxes has been changed to 4, and specialized anchor 

calculations have been performed to improve the results. In the 

experimental results, it has been observed that setting the aspect 

ratio as 3 performs better than 4 due to an additional non-

maximum suppression step in the final stage. A higher aspect 

ratio may result in wider bounding boxes, which can negatively 

impact subsequent processes on the detected region. 

Another difference between the face detection model and the 

MRZ region detection model is that the MRZ region model 

does not require the detection of landmarks. Therefore, the 

landmark layer can be dropped to reduce model weight and 

increase inference speed. 

Overall, the modified MRZ region detection model based on 

BlazeFace offers accurate and efficient detection of the MRZ 

region in IDs, leveraging the strengths of the original BlazeFace 

model while making necessary adjustments for the specific 

requirements of MRZ region detection. 

IV. EXPERIMENTAL RESULTS 

In the experimental part of this study, BlazeFace model [21] 

was trained on a dataset comprising real and simulated IDs. The 

model was then evaluated on a range of test datasets, including 

simulated IDs, real IDs, and publicly available ID samples. We 

conducted both quantitative and visual analyses to assess the 

performance of our proposed model in detecting the MRZ 

region. 

Quantitative results were obtained by measuring various 

performance metrics such as accuracy, precision, recall, and F1 

score. These metrics provide objective measures of the model's 

ability to accurately detect the MRZ region in different types of 

IDs. 

Additionally, we presented visual results to demonstrate the 

effectiveness of our proposed model. This involved showcasing 

the model's detection results on sample ID images, highlighting 

the accurately detected MRZ regions. Visual representations 

help provide a clear understanding of how well the model 

performs in identifying the MRZ region within various ID 

samples. 

By combining quantitative analysis with visual evidence, it 

is aimed to provide a comprehensive evaluation of our proposed 

model's MRZ region detection performance. These results 

contribute to validating the accuracy and effectiveness of our 

model in reliably detecting the MRZ region in IDs, regardless 

of whether they are simulated, real, or sourced from publicly 

available samples. 

 

 
Fig.4. (a) Blank Turkish national ID, (b) randomly filled Turkish national 

ID. 

A. Simulated Dataset 

To address the security concerns surrounding sensitive personal 

information on national IDs, the availability of public datasets 

or real IDs for research purposes is limited. In order to 

overcome this limitation, we have created a new simulated 

dataset specifically tailored for national Turkish IDs, while 

ensuring compatibility with other national IDs adhering to 

ICAO standards [3]. 

During the construction of the simulated dataset, the static 

text was kept consistent across all IDs, only modifying the 

dynamic text components. Certain information on the IDs, such 

as the date of birth, expiration date, and national identification 

number, maintain a fixed length of characters. However, other 

text fields, such as the name and surname, vary in length. To 

account for this variability, we randomly generate the length of 

the name and surname using a Gaussian distribution to simulate 

realistic variations. 

By utilizing this simulated dataset, we are able to train and 

evaluate our MRZ detection model effectively while respecting 

privacy and security concerns associated with real IDs. The 

simulated dataset allows us to capture the essential 

characteristics and variability of national IDs, enabling robust 

and accurate performance assessment of our proposed model. 

Firstly, the dynamic text part of the ID, which contains 

sensitive information, is removed using an inpainting 

algorithm. This algorithm fills in the areas corresponding to the 

dynamic text with appropriate background patterns, resulting in 

an empty national Turkish ID as depicted in Fig. 4(a). Next, the 

empty ID is populated with randomly selected digits, letters, 

and the "<" symbol to replicate the actual content and order of 

the dynamic text. This process ensures that the simulated data 

closely resembles the characteristics and structure of real IDs. 

The resulting simulated data for the ID is illustrated in Fig. (b). 

By employing this method, diverse range of simulated IDs 

were generated while preserving the privacy and security of 

individuals. The inpainting algorithm enables the removal of 

sensitive information, and the subsequent random filling 

process ensures the variability and realism of the simulated 

data. 
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Fig.5. Sample Turkish national IDs with different backgrounds in the simulated dataset. 

 

 
 

Fig.6. MRZ detection results for the simulated Turkish national IDs. 
 

To create a diverse and comprehensive simulated dataset, 40 

different fake national Turkish IDs are randomly generated 

based on the template shown in Fig. (b). These simulated IDs 

are then printed with high quality to resemble actual physical 

IDs. In order to capture variations in image quality, 

background, and hand grip positions, multiple photos of each 

printed ID are taken using different scenarios. This is done 

using three different mobile devices: Samsung, iPhone, and 

Xiaomi. As a result, a total of 1,300 photos are obtained, 

covering approximately 50 different backgrounds. To further 

enhance the variability and robustness of the dataset, data 

augmentation techniques are applied. This includes 
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manipulating factors such as color, illumination, sharpness, 

blurriness, and other relevant parameters. Through data 

augmentation, the size of the simulated dataset is increased to 

130,000 IDs. Fig. 5 illustrates different sample IDs from our 

simulated dataset, showcasing the diversity and realism 

achieved through the combination of random generation, high-

quality printing, diverse photo scenarios, and data augmentation 

techniques. 

B. Real Dataset 

To address the limitations of using only simulated data, we 

recognize the importance of incorporating real data into the 

training dataset. However, due to security concerns and the 

sensitive nature of personal information on real IDs, it is 

challenging to find publicly available real ID datasets. 

In this study, we managed to obtain a small set of 4 different 

genuine national Turkish IDs. These IDs were recorded in video 

format, capturing them in various scenarios with 100 different 

backgrounds. From each recorded video, 7 frames were 

extracted, resulting in a total of 700 real ID images. To increase 

the diversity and quantity of the real dataset, data augmentation 

techniques were applied to the extracted real ID images. This 

augmented the total number of real IDs to 70,000, providing a 

more comprehensive training dataset. 

While increasing the number of real data can be beneficial 

for model performance, it was necessary to keep the quantity 

limited due to security concerns and the sensitive nature of the 

information contained in real IDs. By carefully balancing the 

inclusion of real and simulated data, it is aimed to enhance the 

quality, quantity, and diversity of the training dataset while 

ensuring the privacy and security of individuals' personal 

information. 

C. Training Configuration 

To enhance the quality, quantity, and diversity of the training 

data, we combined the simulated dataset with the limited real 

dataset. This approach is commonly used in the literature to 

improve model performance. The real dataset consisted of a 

small number of unique identity cards, which were augmented 

to increase the data diversity. 

The initial training dataset comprised 2000 images before 

augmentation. Data augmentation techniques were applied to 

both the simulated and real datasets, resulting in a final dataset 

of approximately 200,000 images. The augmentation numbers 

were optimized by assessing the model's performance. 

During training, an initial learning rate of 0.001 was set, and 

four learning rate decay steps were implemented over the 

course of 200 epochs. The input images had three channels and 

a size of 320×320 pixels. A batch size of 512 was used in 

training. Three different optimizers, namely Adam, stochastic 

gradient descent (SGD), and root mean squared propagation 

(RMSProp), were tested. The best results were achieved with 

RMSProp. 

Model performance evaluation was conducted at different 

intervals during the training process. Up to the 100th epoch, 

evaluation was performed every 10 epochs, and after that, it was 

done every 5 epochs. 

The training process was carried out on a workstation 

equipped with an Ubuntu 20.04 operating system, 128 GB of 

RAM, and 2 Nvidia Rtx A5000 GPUs. The total training time 

for the approximately 200,000 images was approximately 4 

days. It was observed that the model's performance reached a 

convergence point after the 130th epoch, and there was no 

significant improvement beyond that point. 

D. Detection Results 

In this study, BlazeFace model [21] was trained for the MRZ 

detection for the first time. For the training part, simulated and 

real ID card dataset is constructed where the following scenario 

is tested; 

 Scenario: Training on the simulated and real Turkish 

national IDs dataset and testing on the simulated, real 

and publicly available IDs. 

The performance of the proposed model was evaluated using 

both visual and quantitative measures. The visual results are 

presented in Fig. 6, and Fig. 7 (a)-(c), showcasing the MRZ 

region detection for different types of IDs, including simulated 

IDs, real Turkish national IDs, and IDs, passports, and visas 

from various countries. 

Fig. 6 demonstrates the successful MRZ region detection for 

simulated IDs with different backgrounds. The bounding boxes 

accurately enclose the MRZ region, ensuring that all relevant 

text information is contained within them. This allows for 

subsequent processing with OCR engines. 

Fig. 7(a) shows the visual results for real Turkish national 

IDs, with sensitive personal information hidden for security 

reasons. The bounding boxes are well-fitted to the MRZ region, 

even in cases with different orientations, distances, and 

backgrounds. The model is capable of handling challenging 

scenarios such as IDs held by hand, where the shape of the ID 

card may be distorted or occluded. Unlike methods that rely on 

the shape of the ID card, our model focuses solely on the MRZ 

region, enabling successful detection even in distorted or 

occluded cases. 

Figs. 7(b) and (c) present the MRZ region detection results 

for IDs, passports, and visas from different countries 

worldwide. Despite the training dataset being solely based on 

Turkish IDs, the proposed model exhibits excellent 

generalization ability. It can successfully detect the MRZ region 

in various travel documents and IDs from different countries, 

demonstrating its superior performance and generalization 

capability. 

Overall, the visual results demonstrate the effectiveness and 

robustness of the proposed model in detecting the MRZ region 

in a wide range of ID types and scenarios. 

Quantitative results were also obtained to evaluate the 

performance of the model. Fig. 8 illustrates the average 

precision, which exceeds 96%. This high precision score is 

achieved by setting a high confidence threshold during the 

testing stage. Despite the high threshold, there are very few 

cases of missed detection. The precision-recall curve shows that 

the model maintains a consistently high precision even as the 

recall increases, indicating its robustness in detecting the MRZ 

region. 

Accurate localization of the MRZ region is crucial for the 

OCR process. To evaluate this aspect, the Accuracy vs. IoU 

threshold is presented in Fig. 9.  
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Fig.7. MRZ detection results (a)) the real Turkish national IDs, (b)  publicly available ID cards for different nations,, and (c)  publicly available other travel 

documents such as passports and visas. 
 

The red point on the graph shows that our model achieves an 

accuracy above 80% when the IoU threshold is set at 0.75. Our 

experimental results indicate that the Tesseract OCR engine 

performs well with MRZ regions that have an IoU threshold of 

0.75 or higher, based on the average results of our tests. 

 
Fig.8. Precision vs Recall curve of trained model with average precision. 

 

Furthermore, the model's performance was assessed in 

capturing MRZ regions in the wild using a mobile device 

camera. Fig. 10 demonstrates that even without aligning to a 

specific template, our model achieves an accuracy rate of over 

80\%. This indicates that using templates for IDs allows for 

more accurate MRZ region detection, especially in the first few 

frames and often in the first frame. 

 
Fig.9. Accuracy vs. IoU threshold curve of trained model with average 

accuracy. 

 

In summary, the quantitative results confirm the high 

performance and accuracy of the proposed model in detecting 

the MRZ region, and its compatibility with OCR engines for 

extracting text information from the MRZ regions of various 

IDs captured by mobile devices. 
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E. Quantitative Analysis and Comparison 

For this experiment, we employed MIDV-500 [19] and 

MIDV-2019 [20] datasets, and our dataset, comparing the 

results with existing models from the literature. While MIDV-

500 and MIDV-2019 include passport MRZ regions, our model 

is solely trained on Turkish ID cards. Consequently, the results 

obtained on these datasets demonstrate the generalizability and 

cross-dataset performance of our proposed model. It's worth 

noting that PassportEye is designed for use with passports 

exclusively, and therefore, it did not yield results in our ID card 

dataset. As for PassportEye [14] and UltimateMRZ [15], we 

utilized the pre-trained models as provided in their original 

publications. The performance comparisons are tested over 

videos since for our use case, video clip of the ID card is taken 

until it recognizes the characters in the MRZ region. For each 

individual video, if character error rate (CER) is lower than 

50% for one of the frame, it is considered as a successful 

detection. 

The results are outlined in Table I. In publicly available 

datasets like MIDV-500 and MIDV-2019, UltimateMRZ 

obtains the top position, with PassportEye following closely. In 

these datasets, our proposed model exhibits lower performance 

compared to these two models. Several factors contribute to this 

difference. 1) Our model is primarily trained on ID card MRZ 

regions, and while it generalizes well to passports, it has not 

been exposed to passport MRZ regions during training. 2) We 

deliberately excluded extreme cases in MRZ videos from our 

dataset. Since our mobile application guides users to capture 

videos of their ID cards with a good quality. This guided 

approach streamlines our model's architecture but may result in 

reduced performance when dealing with more diverse angles 

and scenarios. In our dataset, our model outperforms 

UltimateMRZ. PassportEye, designed primarily for passports, 

doesn't yield valid results with ID cards, as expected. Since our 

dataset only contains ID card videos, it's reasonable to conclude 

that incorporating passport images into our training data could 

potentially lead to competitive results for datasets like MIDV-

500 and MIDV-2019. 
TABLE I 

MRZ DETECTION RESULTS (%) BASED ON CER 
Dataset UltimateMRZ PassportEye MobileMRZNet 

MIDV-500 93.33 90.66 90 

MIDV-2019 90 88.33 75 

Ours 88.46 - 90.80 

 

In Table II, we provide a comparison of model sizes and 

inference times. All methods were tested on the following 

hardware and environment: Intel Core i7-7820HQ @ 2.9GHz, 

16GB DDR4-2400 MHz, NVIDIA Quadro M620, on a 

Windows 10 64-bit platform. Our proposed model is 

significantly more lightweight than UltimateMRZ, being nearly 

2.5 times smaller, and it surpasses PassportEye by a factor of 

50 in terms of model size. Furthermore, for inference time 

comparison, our proposed model outperforms both 

UltimateMRZ and PassportEye, with the latter exhibiting a 

particularly substantial difference in running-time performance. 

 

The results presented in both Table I and Table II provide 

strong evidence supporting the suitability of our proposed 

methods for mobile platforms, aligning with the claims made in 

this study. 

 
TABLE II 

MODEL SIZE AND INFERENCE TIME COMPARISON 
Model Size (MB) Time (Sec.) 

UltimateMRZ 2.6 0.16 

PassportEye 23.5 1.11 

MobileMRZNet 1.06 0.12 

V. CONCULUSION 

The proposed MRZ region detection model offers an efficient 

and lightweight solution specifically tailored for mobile 

devices. The construction of a realistic simulated dataset 

addresses the challenge of limited publicly available MRZ 

datasets, considering the need to protect sensitive information. 

By training the BlazeFace model on the combined real and 

simulated IDs dataset, the proposed model outperforms existing 

MRZ region detection models in terms of detection 

performance, robustness, and computational efficiency. The 

model is well-suited for mobile devices and demonstrates 

generalization capabilities to other travel documents such as 

passports and visas from different countries. Overall, the 

proposed model represents a significant advancement in MRZ 

region detection, offering improved accuracy and efficiency for 

various applications. 
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