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HAZARD CHANGE POINT PROBLEMS FOR CENSORED AND
TRUNCATED DATA

Ul GORLER®

Deniz YENIGON**

ABSTRACT

Thir paper Is @ summnary of the work by Girler and Tenlgin (2011) prepared
Jor the conference in memory of the Iate Professor Yol Tumcer, We
are subjert to rasdors censoring and fnmcation. The hazard function i
axsimied fo Bave single jump wid otherwite plecewle comwrtfant Full oud
condiionsd fikelihood approuches are considered and the conditions under
witich they perforne befter are discussed

EKeywords: Cansoring, Extimation, Hazsrd Fanction, Tramcation.

1. HAZARD FUNCTION

Hazard function is one of the important functions in reliability, survival, actuarial and
other studies, which quantifies the instantaneous risk of failure of an ilem ot o given
time point. From sististical point of view, main problems of interest mre the estimation
of the hazard function, and the estimation of the effects of the covariates. Thers has
been a huge literatyre on the characteristics and the estimation of hazard finctions
which are well known, hence the related literature is omitted here, Verious functional
forms of survival functions that are observed im applications ars depicted im Figure 1

below.
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Hazard Change Point Problems for Censored and Truncated Data

2. CENSORING AND TRUNCATION

In medical follow-up or reliability studies the random variable of interest (lifetime) may
not be fully observable. Common forms of incomplete data are censoring and
truncation. There is a vast literature on the analysis of censored and truncated data,
including Lynden-Bell (1971), Woodroofe (1985), Kalbeisch and Lawless (1991),
Grler and Wang (1993), Giirler and Prewitt (2000), Frobish and Ebrahimi (2009),
Dupuy (2009).

Right Censoring: Right Censoring occurs when event is observed only if it occurs prior
to some predetermined time. Let X denote the random variable of interest (lifetime), let
C denote the censoring variable. Define T = min (X, C) and let § = I(T = X). Here X
and C are independent and nonnegative. Then in the presence of right censoring, one
observes the pairs (T, §). The observed data is denoted by (t;, §;) for i=1,...,n.

Right Truncation: Right Truncation occurs if time origin of lifetime is after the time
origin of the study. Let X denote the random variable of interest (lifetime), let Y denote
the truncation variable. Here X and Y are independent and nonnegative. The pair (X,Y) is
observable only if X <Y. In other words, observations come from conditional
distribution of (X,Y), given that X <Y. The observed data is denoted by (x;,y;) for
i=1,...,n.

A well-known example of right truncation is the Transfusion Related (TR) AIDS Data.
Here X is the time from transfusion to diagnosis of AIDS, Y is the time from transfusion
to the end of study. Various realizations of X and Y are illustrated in Figure 2.
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Figure 2: TR-AIDS Data

Left Truncation Right Censoring: Consider a random variable of interest X,
representing the time until an event occurs, which may correspond to the survival time
of a patient after a treatment or the time until failure of a component. Let Y and C be
the truncation and censoring variables respectively, which prevent the complete
observation of the variable X . We assume that X, Y, C are independent and
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nonnegative. Let T =min(X,C), and & = I(T = X), where | is the indicator function.
In the presence of left truncation and right censoring, instead of observing independent
and identically distributed (i.i.d.) samples of X , we observe triplets (T,Y,o) only if

Y <T, otherwise nothing is observed. Thus the observations come from the conditional
distribution of (T,Y,5), given that Y <T . The observed data are given by a set of i.i.d.

observations (t;,y;,o;) for i=1,...,n.

3. HAZARD CHANGE-POINT MODELS

In some cases, abrupt changes in the hazard function may be observed. For example, lag
for effectiveness of a treatment may change over time. It is of interest to detect the
location and the size of the change. One of the earliest works that consider changes in
the hazard function is by Matthews and Farewell (1982) which studied a piecewise
constant hazard model with a single change-point given by

| B O<t<r
’m)_{ﬁw t>r M

where g and F+6>0. Here [ represents the initial constant hazard rate, 6

represents the size of the change in the hazard rate, and 7 is the location of the change-
point, all of which are unknown.

4. PRELIMINARIES

Suppose X has the hazard function A as given in (1). Then, the p.d.f. f,thec.d.f. F,

the survival function S, and the cumulative hazard function A of X are as given
below, which are all piecewise functions.

F(x)= {(ﬂ;f;ef;f_xg)(x_,) - i - @)

N

o1, , 2
and

A(XF@W(X_@ Zijq' ©)
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Hazard Change Point Problems for Censored and Truncated Data

5. CONSTRUCTING THE LIKELIHOOD FUNCTION WITH THE FULL
LIKELIHOOD APPROACH

As described above, in the left truncation and right censoring model one observes
triplets (T,Y,5) only if Y <T, otherwise nothing is observed. Hence the observed

variables belong to the following conditional distribution:

F=Ftyo|lY<T)=PT<t;Y<y;0|Y <T). Let a=P(Y <T) be the probability
that a (Y,T) pair is observed without truncation. We can write « more explicitly as
follows:

a:Pwsn=Pwsmmux»=fffu@mqmwmmw

= [F(y)H(y)dG(y). ©6)

We decompose F, into two parts, the sub-distribution function of uncensored
observations, F,, and the sub-distribution function of censored observations, F,. These
distributions can be expressed as follows:

F,=F,@ty,d=1]Y <T)=P(T <t,Y <y, 6 =1|Y <T)
=P(T<tY<y,6=LY<T)a™
=a4ﬁfiﬂme(dew) @)
The corresponding sub-density of censored observations is
oF —
f,ty)=—L=ag(Y)H({)f (1) 8
() oyt a~g()H@®) (1) ®)
Similarly, the sub-distribution function of censored observations is
F.=F.(t,y,0=0]Y<T)=P(T <t,Y <y,6 =0]|Y <T)
=P(T<tY<y,6=0Y<T)a"
=o' F(c)dH (©)dG(v), ©)

and the corresponding sub-density function is

LR
L(0Y)= 55 =@ 9FOO. (10)
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Now consider the observed sample (t;,y;,d,) for i =1,...,n. The likelihood contribution
of an observed uncensored triplet (t;,y;,0;) for some je{l,.,n}is f,(t;,y;), and
the likelihood contribution for an observed censored triplet (t,,y,,0,) for some
ke{l,.,n}, k=], is f.(t.,y.). Then the likelihood function can be written as
follows:

L= ﬁ“ilg(yi)[ﬁ(ti) f ('[i)]a~i [F(t)h(t, s (1)

6. CONSTRUCTING THE LIKELIHOOD FUNCTION WITH THE
CONDITIONAL LIKELIHOOD APPROACH

Klein and Moeschberger (2003) summarized the likelihood construction techniques
frequently used in survival analysis literature. According to this construction, various
types of censoring and truncation schemes have different contributions to the likelihood
function. For example, if X is a random variable of interest with p.d.f. f and survival

function S, and if X is subject to right censoring, then the contribution of an observed
exact lifetime X to the likelihood function is given by f(x), and the contribution of an

observed censoring time ¢ to the likelihood function is given by S(c). When we

generalize this approach to the left truncation and right censoring model, we have the
following.

Recall that in the left truncation and right censoring model, one observes the triplets
(T,Y,0) only if Y <T, otherwise nothing is observed. Consider an observed random
sample (t;,y;,0,) for i=1,.,n. In this case, the contribution of an exact lifetime
(t, = x;) to the likelihood function is f (x;)/S(y;), and the contribution of an observed
censoring time (t; = ¢;) to the likelihood function is S(c;)/S(y;) . Putting together all the
components, one may write the conditional likelihood function as

ieD S(Y. ieR S(y|

where D is the set of observations where the real lifetimes are observed and R is the
set observations where the censoring times are observed only.

7. MAXIMUM LIKELIHOOD ESTIMATION

When we construct the likelihood function for the piecewise constant hazard model (1),
is not differentiable with respect to 7, hence it is not possible to find the M.L.E.'s for
¥ using standard methods. Therefore, we take the same approach as in Section 3,
where we first fix the value of 7 and find the M.L.E.'s for the remaining parameters as a
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function of = . Then we search for the value of = as our estimator, which maximizes the
likelihood function over a number of grid points on a specific interval [z,,7,].

8. FULL LIKELIHOOD APPROACH

The censoring variable C and the truncation variable Y are both assumed to have
exponential distributions with rate parameters » and v respectively. Note that the

hazard function of the censoring variable is A_(t) = y, and the hazard function of the

truncation variable is 4, (t) =v.

Consider an observed random sample (t;,y;,5;) for i =1,...,n. For afixed 7, let A and
B denote the set of observations such that t, <z and t; >z, respectively. Formally,
A={i:t, <7}, B={i:t, >7}. Let n,, denote the number uncensored observations that
are less than or equal to 7, n,; denote the number of uncensored observations that are
larger than 7, and n, denote the number of observations that are larger than 7. Let t,

y and & denote the sample means. Then for a fixed 7, after some steps the log-
likelihood function (12) can be written as

logL=n Iog(wj— (7 + BNt —my -6 1t —ng7)
(04 B

+n,, log B +n, log(s+6)—nd logy, (13)

where W= f+y+v

and a=P(Y<T)=Y_®

W wWwed)' (14

Taking the derivative of logL with respect to the unknown parameters, the score vector
(13) is computed as

_aIOgL_ LEJ-_itiJr_Zé'_l_{_ é‘li
aﬂ a i=1 A ﬂ B ﬁ—l—@

dlogL | |NE; o 1
Z:(tI r)+25 N

_ 00 _| o B B Iﬂ 0
UCY,)= ologL | | n n & noo1
TetSy Sl
oy a Y = i=1

dlogL

o) e )

Here the quantities E, and E, are given by
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E, = [ YF(y)H (y)dG(y)

1% t(w+0)+1 w+1
:W+VGXD—WT -

(w+6)? w?
and
= ["(y=0)EWA _ vexp-wr
E, = [ (y-2)F (y)H(y)dG(y) oy

For the fixed z, the M.L.E. ‘i’r = (B, é,;?,ﬁ)T for P, is obtained as the solution to the
system of equations U (¥,) = 0. This solution is obtained by numerical methods since

closed form expressions cannot be obtained.
9. CONDITIONAL LIKELIHOOD APPROACH

Let us start with the problem of finding the M.L.E.'s of S and & for a fixed .
Consider an observed random sample (t,,y,,5,) for i =1,...,n. Note that the p.d.f. and

the survival function of X are piecewise functions as described in (2) and (4). Then for
a fixed r, there are six possible types of observations that have different contributions
to the likelihood function. Let

A={(t,y;,0) : 6 =1, y,<x <7} B={(t,y.,8) : 6 =1, ¥, <7 <x}
C={t.y;.6) : 6,=1, <y, <x} D={(t;,y;,6) : 6,=0, y, <¢; <7}
E={{t.y.6) :6,=0, yi<r<c} F={,y.0):6=0,r<y <c}

For example, A denotes the set of observed triplets for which t is an actual lifetime x,
and both x and the observed truncation variable y are less than z. The contribution of

such (X,y) pairs to the likelihood function is f,(x)/S,(y), where f, and S, are as
described in (2) and (4). We define the sets B, C, D, E, F, and their likelihood
contributions similarly. Let n, denote the number of observed triplets in set A, let HA
denote the product over set A, let ng . denote the total number of observed triplets in
sets B and C, and let ZB‘C denote the sum over sets B and C. Define all the other

related subscripts similarly. Then for a fixed 7, we can write the likelihood function as
follows:

06 f2 O60) rp fO6) 1 Sul€) 1 S2(6) 1y Se ()
L(B,0|y,t,0) =
(.ol )l:[Sl(yi)l;[Sl(yi)l:[Sz(yi)gsl(yi)l;[sl(yi)ljsz(yi)
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=" (p+0)"C
exp{nﬂ(y -f)+ H{Zyi “D X =26+ nB'Er}}.

Following the notation above, for a fixed 7, let ¥, ={f,6}. be the parameter set to be
estimated, and let U(W,) be the corresponding score vector composed of the first
derivatives of the log-likelihood function, which is given by

uew)=| Pol=| P PO . (15)
BE 1Ny =% = D¢ +Nng T
00 B+6 ; BZC: ; °E

Then, the M.L.E. W, =(f,0). for ¥ is obtained as the solution of the system of

equations U () = 0, which results in the estimators:

N _ nA
p= Zyi _in _Zci +mMg e —n(y-t) (16)
and 6= e, B. (17)

B.C B
Zyi _in _Zci + Mg
CF Bc EF

Let 7, €[z,,7,], 1 =1,...,m denote the fixed grid points in the search interval and let LTi

denote the maximum of the likelihood function for = = z;. That is

L, =L{B.6},.7)-

Then the proposed estimators for the change-point z and the rest of the parameters are
given by

7 =argmax . Lri (18)

and ¥ ={(3.0).,7}. (19)
10. COMPARISON OF FULL AND CONDITIONAL LIKELIHOOD METHODS

The full likelihood model specifies parametric families of distributions for the censoring
and truncation variables and it is expected to give more accurate results when the model
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specification is correct. Its drawbacks are the risk of model misspecification, the large
number of parameters to be estimated, and the lack of closed form estimators which
forces one to use numerical methods for estimation. Sometimes the numerical methods
may not lead to the maximum likelihood estimators, especially for small sample sizes.
The conditional likelihood model on the other hand, does not assume any parametric
families of distributions for censoring and truncation variables, and focuses only on
estimating the model parameters of the hazard function. This simpler approach provides
closed form estimators for the model parameters and does not have the risk of model
misspecification. The conditional likelihood approach, however, emphasizes more the
observed values of the censoring and truncation variables and somewhat overlooks their
random nature. This results in increased bias and variance especially for small samples,
which disappears as the sample size increases.

For a large set of parameter seetings, numerical experiments are done in Girler and
Yenigilin (2001) and the following conclusions are drawn: (i) Both methods can easily
be implemented and their performances are comparable; (ii) When distributional
assumptions of full likelihood method are correct, two methods are close for estimating
location of change-point and initial hazard rate; (iii) Full likelihood performs better
for estimating size of change and the difference tends to vanish as the sample size
increases; (iv) Full likelihood is not robust to model misspecification and in some cases
it is outperformed by conditional likelihood model.
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SANSURLU VE BUDANMIS VERILER iCIN DEGISIM NOKTASI
PROBLEMLERI

OZET

Bu makale, Giirler ve Yenigiiniin (2011) merhum Profesor Yalgin
TUNCER’in amsina duzenlenmis olan konferans i¢in  hazirlanmus
calismasinin bir ozetidir. Gézlemler rastgele sansiir ve budanmaya tabi
oldugunda tehlike degisim noktasinin tahmini dikkate alinmistir. Tehlike
fonksiyonunun tek bir sigrama yaptigi ve bunun disinda par¢ali sabit oldugu
varsayilmistir. Tam ve kosullu olabilirlik yaklasimlar: disinulmis ve daha
iyi performans gosterdikleri kosullar tartigilmugstur.

Anahtar Kelimeler: Budanmig veri, Hazard fonksiyonu, Kesikli veri, tahmin.
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