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Abstract— Leveraging clustering techniques is essential for data mining research and practical applications. It 

has traditionally functioned as a pivotal analytical technique, facilitating the organization of unlabeled data to 

extract meaningful insights. The inherent complexity of clustering challenges has led to the development of 

various clustering algorithms. Each of these algorithms is tailored to address specific data clustering scenarios. In 

this context, this paper thoroughly analyzes clustering techniques in data mining, including their challenges and 

applications in various domains. It also extensively explores the strengths and limitations characterizing distinct 

clustering methodologies, encompassing distance-based, hierarchical, grid-based, and density-based algorithms. 

Additionally, it explains numerous examples of clustering algorithms and their empirical results in various 

domains, including but not limited to healthcare, image watermarking, air pollution analysis, text document 

clustering, and the field of big data analytics. Furthermore, this paper presents a future direction for open issues, 

trending topics and techniques related to clustering in data mining. 

Keywords : Clustering; hierarchical; distance-based; grid-based; density-based; data mining.  

 

1. Introduction 

Data mining is one of the most recent interdisciplinary area in computer science. Data mining is extracting 

useful information from vast data in warehouses, databases, or other information repositories. It automatically 

recognizes data patterns and extensive data sources (Hossain et al., 2019; Sharma et al., 2013). Data mining refers 

to the process of extracting or “mining” valuable information from massive volumes of data (Patel et al., 2014; C. 

Wang et al., 2013). Nowadays, people deal with vast amounts of data, often organizing and storing them as 

extensive datasets (Patel et al., 2014; Tiwari, 2021). Process discovery is the learning activity that contributes to 

developing process models from information systems’ event logs (De Weerdt et al., 2013). Data mining allows for 

retrieving and examining intriguing insights, observable behaviors, or high-level data from various perspectives. 

The knowledge gained may be used for problem-solving, information management, process control, and query 

handling. These techniques allow decision-makers to make clear and objective choices to tackle the most pressing 

global issues.  

The scholarly landscape shows various classification approaches to clustering in data mining (Fahad et al., 

2014; Ghosal et al., 2020; Kaya & Schoop, 2022; Omar et al., 2023; Saxena et al., 2017a). This paper uses a similar 

presentation style to the classification framework outlined in (Saxena et al., 2017a) due to its comprehensive 

analysis and relevance to the current research. Figure 1 depicts diversity in clustering techniques that facilitate to 

identify specific and hidden data pattern (Hossain et al., 2019). The ultimate selection of the method is mainly 

determined by the data in the data repository and the intended model. 

Clustering is a data analysis technique characterized by the grouping of objects where there is limited or no 

prior knowledge about the relationships between these objects within the given dataset (De Weerdt et al., 2013; 

Samoilenko & Osei-Bryson, 2019; W.-B. Xie et al., 2020). The main aim of clustering is to reveal any inherent 

classes or structures within the data. Moreover, clustering is often described as categorizing unlabeled data with 

minimal or no human guidance into distinct groups. These groups are formed so that objects belonging to the same 

cluster exhibit similar characteristics, setting them apart from objects in other clusters. 
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Figure 1. Data mining methods (Saxena et al., 2017a) 

Clustering also falls under unsupervised learning, an integral aspect of machine learning. This involves using 

algorithms to identify patterns in datasets, which can be obtained through direct observation or the creation of 

simulated data. As stated in (A. K. Jain et al., 1999), the learning process in clustering involves the endeavor to 

classify data observations or independent variables without prior knowledge of a specific target variable.  

Figure 2 summarizes the general procedure used while creating an unsupervised learning solution. In the first 

stage, the input raw data is represented by a cloud of multicolored dots, symbolizing the raw, unstructured, and 

possibly unclean data that serves as the input for the algorithm. The second stage is the algorithm phase, which 

involves interpretation and processing. The algorithm identifies patterns, categorizes data points, or formulates 

initial assessments during interpretation. Notably, the annotations indicate an unknown output and the absence of 

a training dataset, suggesting the potential utilization of unsupervised learning techniques or an exploratory nature 

inherent in the algorithm. In the processing step, the algorithm performs operations on the interpreted data to 

transform it into a structured and meaningful form. This could involve sorting, filtering, or applying mathematical 

models. The final stage is the ‘Output’, which displays the result of the algorithm. The algorithm has clustered the 

data into categories or patterns, as represented by the organized groups of dots. 

 

 

Figure 2. Unsupervised Learning (Nozari & Sadeghi, 2021) 

 

The article is organized as follows: Section II explains the fundamental concepts and principles of clustering 

in data mining. Section III discusses the challenges associated with data clustering from a data mining perspective. 

This section addresses not only the technical hurdles but also the diverse challenges faced by researchers from 

various viewpoints. Section IV explores the wide range of practical applications of clustering algorithms in various 

domains. This section also aims to highlight the versatility and significant impact of clustering. Section V presents 

emerging trends and novel techniques in clustering that require more attention as hot topics in this field. Some 

important implications and discussion follow in Section VI, elaborating on the previously introduced issues. 

Section VII highlights potential areas for future research and ongoing challenges in the field. The paper concludes 

in Section VIII by summarizing the main points, restating the importance of clustering in data mining, and outlining 

general implications. 



34 

 

 

 

 

 

2. Clustering in Data Mining 

Data quantities are growing exponentially in many scientific and industrial fields, and automated classification 

methods are already commonplace tools for data set exploration. Traditional clustering methods for automatic 

categorization help reveal a dataset’s structure (Xu & Tian, 2015). Clustering algorithms are employed to partition 

a dataset into multiple groups, to organize the input dataset into a finite number of clusters based on shared 

attributes or characteristics. They can be applied to normalized and non-normalized data (Chakraborty & Nagwani, 

2014). When dealing with normalized data, these algorithms typically require fewer iterations to converge. 

Consequently, in most scenarios, normalized data yields more favorable results than non-normalized ones 

(Chakraborty & Nagwani, 2014; Yedla et al., 2010). Clustering reduces a data set’s dimensionality, and the primary 

goal of such algorithms to discern distinct groups within the data (P. K. Jain & Pamula, 2019). 

Moreover, clustering encompasses various approaches, including hierarchical, partitional, grid-based, density-

based, and model-based methods (Saxena et al., 2017b). It is worth noting that the efficacy of these techniques can 

vary based on the data type and volume used for clustering (S. R. A. Ahmed et al., 2019). Consequently, each 

clustering technique has a unique set of advantages and disadvantages. Tt is crucial to acknowledge that no single 

clustering method is universally applicable to all situations (Deng et al., 2011; Gu & Sheng, 2013). While there 

are over 100 known clustering techniques, it is noteworthy that only a limited subset of these algorithms has 

widespread usage (Ezugwu et al., 2022a). Considering this, the operational principles of widely-used clustering 

approaches are listed in Table 1 as: 

Table 1. Comprehensive Overview of Clustering Methods 

Clustering 

Type 

Algorithm Description Algorithm Steps Time Complexity Limitations And 

Considerations 

Distance-

based 

(Kaya & 

Schoop, 

2022) 

K-means K-means clustering is a 

method to group data items 

based on specific features 

into K clusters, with K 

being a positive integer 

number. Grouping is 

achieved by minimizing 

the distances between the 

cluster centroid and data 

points (Samoilenko & 

Osei-Bryson, 2019; C. 

Wang et al., 2013)  

1. Initialize cluster centers. 

2. Assign each data point to the 

nearest cluster. 

3. Update the cluster center as 

the means of data points within 

that cluster. 

4. Repeat steps 2-3 until the 

stopping criteria. 

O (I * k * d * n) 

n is the number of data 

points. 

k is the number of 

clusters in the dataset. 

d is the number of 

dimensions for each 

data point. 

I represent the number 

of iterations needed to 

converge. 

Sensitive to 

initialization. 

Sensitive to 

outliers. 

Appropriate for 

spherical clusters. 

Determining the 

optimal value of 

K. 

K-Medoids K-Medoids clustering is 

like K-means but 

calculates medoids instead 

of means. It is particularly 

effective for small data sets 

but less for large ones.  

K-medoids employ medoids 

(data points) instead of means 

as cluster representatives. 

The primary distinction 

between K-means and K-

medoids is how they define 

cluster centers. In K-means, it 

uses the mean of data points, 

while in K-medoids, it 

designates one of the data 

points within the group as the 

center. 

O(k(n-k)/2) Less sensitive to 

outliers compared 

to K-means. 

However, it is not 

ideal for noisy 

data.  

Requires 

specifying K. 

 Distribute

d K-Means 

Distributed K-Means are 

designed for normalized 

data.  

It involves several steps: 

discovering max and min 

values of features, 

normalizing data, 

clustering using K-means, 

and computing centroids. 

1. Distribute the data among 

multiple nodes. 

2. Performs k-means 

independently on each node. 

REPEAT: 

3. Let nodes share their 

centroid. 

4. Calculate the global 

centroids  

UNTIL centroids of all nodes 

converge. 

6. Assign the data points to 

their nearest centroid. 

The total distributed 

complexity is O((n/p)* 

k * d * i + 

communication 

overhead). 

 

Effective for 

normalized data. 

Not suitable for 

non-normalized 

data. 
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Hierarchic

al (Fahad et 

al., 2014) 

(Agglomera

tive) or 

AGNES 

(agglomerat

ive nesting) 

Hierarchical methods 

(bottom-up) create a 

hierarchy of clusters. 

Agglomerative hierarchical 

clustering starts with each 

data point as a separate 

cluster and merges them 

iteratively based on 

proximity until a tree-like 

structure is formed. 

1. Compute pattern similarity 

coefficients. 

2. Initially, place each pattern 

in its cluster. 

3. Merge two connected 

clusters into one, then 

recalculate inter-cluster 

similarity scores.  

4. Repeat until there are 

stopping criteria. 

O(n^2) The high time 

complexity for 

large datasets. 

Accuracy depends 

on the chosen 

approach (top-

down or bottom-

up). 

AGNES can be 

quadratic in 

complexity. 

Divisive or 

DIANA 

(divisive 

analysis). 

Divisive hierarchical 

clustering (top-down) 

begins with all data in one 

cluster and splits it into 

smaller clusters recursively 

based on dissimilarity. 

1. Start with all patterns in one 

cluster.  

2. Split the cluster using a flat 

clustering algorithm.  

3. Apply this recursively. 

O(n^2) 

 

Top-down 

clustering is more 

accurate but 

computationally 

expensive. 

Grid-based 

(Saxena et 

al., 2017a) 

STING 

(Statistical 

Information 

Grid) 

STING is a grid-based 

approach subdividing the 

zone into rectangular cells 

at different resolutions. 

Statistical information is 

precomputed and used for 

query responses. It 

involves a top-down 

approach starting from a 

selected stage, calculating 

cell confidence intervals, 

and gradually advancing to 

lower stages. 

1. Exclude irrelevant cells from 

further consideration. 

2. Upon completing the 

examination of the current 

layer, proceed to the 

subsequent lower level. 

3. Iteratively execute the entire 

process until the lowest level is 

attained. 

O(K) 

 

K represents the 

cumulative number of 

grid cells at the lowest 

hierarchical level. 

Limited to 

identifying 

parallel or 

perpendicular 

cluster borders, 

not diagonal ones.  

Cluster sizes are 

constrained to the 

union of cells. 

Density-

based 

(Ghosal et 

al., 2020) 

DBSCAN 

(Density-

Based 

Spatial 

Clustering 

of 

Application 

with Noise) 

 

DBSCAN identifies 

clusters based on dense data 

regions separated by lower-

density areas. It does not 

require a predefined 

number of clusters and can 

find irregularly shaped 

clusters. 

 

1. Select an unvisited point. 

2. Remove the ε-neighborhood 

of the selected point.  

3. If there are enough 

neighbors, start grouping; 

otherwise, label the point as an 

outlier.  

4. If a point is part of a group, 

its ε-neighborhood also belongs 

to it. Repeat the above steps for 

all ε-neighborhood points.  

5. Select an unvisited data point 

and repeat the process until all 

points are visited. 

O(n^2) or  

O(n*log(n)) 

 

When utilizing active 

arrangements with 

low-dimensional data 

(d<=5), DBSCAN’s 

computational 

complexity can be 

reduced to 

 O(n log n) (Lv et al., 

2016). 

DBSCAN’s 

performance 

hinges on ε and 

MinPts 

parameters. 

Time-consuming 

nearest neighbor 

search during 

cluster expansion. 

Sensitivity to 

initial points; 

struggles with 

varying data 

densities. 

 

Figure 3 encapsulates the dynamic research development in the field, as demonstrated by the scientific output 

over the last five years. This trend analysis reflects academic energy and highlights the increasing relevance of 

clustering techniques in the broader data mining landscape. Figure 3 also displays the temporal progression of 

empirical studies conducted on clustering methods within the domain of data mining from 2019 to 2023. A total 

of 49,712 research investigations have been carried out during this period. These research studies are sourced from 

the Web of Science (WoS) Core Collection, accessed through a user-friendly interface that facilitates query 

composition and the extraction of associated scholarly works. The results indicate a notable upward trajectory in 

the volume of studies centered around the clustering concept in data mining during the last five years. In 2019, 

there were 8,468 studies, which consistently rose, peaking in 2022 at 12,296. The increase in the cumulative 

number of studies conducted over the last five years indicates a growing research interest in this area. 

3. Open Issues and Challenges in Data Clustering 

Data clustering faces numerous challenges and unresolved issues, particularly with datasets’ increasing 

complexity and dimensionality(Thudumu et al., 2020). The primary challenges regarding data clustering identified 

in recent research were elaborated below: 
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Figure 3. Evolution of publication counts on clustering in data mining (last five years) 

 

3.1. High-Dimensional Data 

In recent years, digital data production has grown exponentially in various domains. Data content has started 

to become vast, heterogeneous, complex, and rapidly increasing in dimensionality (Gao et al., 2017). High 

Dimensional Data (HDD) applications have been identified in biomedical research, web technologies, education, 

medicine, business, and social media platforms (Curiskis et al., 2020). HDD is found in various formats, including 

text (Ikotun et al., 2023a), digital images (Richards & Richards, 2022), speech signals (Chalapathi et al., 2022), 

and video content (Souiden et al., 2022). Machine learning algorithms face significant challenges in data mining 

due to the high dimensionality of this data, making tasks more complicated (Ayesha et al., 2020a). These 

challenges include: 

3.1.1. Inadequacies in Similarity Metrics  

Considering the appropriate distance metric when working with high-dimensional spaces is important(Ghazal, 

2021). In high-dimensional spaces, traditional similarity metrics like the Euclidean distance may lose effectiveness 

(Thrun & Ultsch, 2021). This is because the spatial distance between the nearest and farthest points tends to become 

similar as the number of dimensions increases (Chakraborty & Das, 2020). Therefore, current similarity metrics 

struggle to effectively discriminate between high-dimensional data points. These metrics often fail to capture the 

intricacies of the data’s underlying geometry, necessitating the development of new approaches. 

On the other hand, instead of Euclidean distance, Manhattan distance (L1 norm) may offer better performance 

by considering the separate absolute differences along each dimension (Rehman & Khan, 2021). This metric can 

be more robust in spaces where the Euclidean distance becomes inflated due to the curse of dimensionality. 

3.1.2. Visualization Limitations 

Visualizing high-dimensional data is impractical without first reducing its dimensionality through techniques 

such as PCA (Principal Component Analysis) and t-SNE (t-Distributed Stochastic Neighbor Embedding) (Pareek 

& Jacob, 2021). These methods compress data into two or three dimensions for visualization. However, this 

compression can lead to the loss of critical information and may not truly represent the complex relationships in 

the original high-dimensional space. These visualizations can provide valuable insights, but they may oversimplify 

or distort the structure of the data. 

3.1.3. Correlation between Features 

High-dimensional datasets frequently have correlated features that can distort the distribution of data points. 

This correlation can mislead clustering algorithms, causing them to form clusters based on these correlations rather 

than the underlying patterns (Ray et al., 2021). To cluster effectively in such contexts, algorithms must recognize 

and adjust for the influence of feature correlation, ensuring that clusters reflect genuine data structures. 

3.1.4. Loss of Variance after Dimension Reduction 

Dimension reduction techniques are essential for managing high-dimensional data, making it more manageable 

for analysis. However, these methods inherently involve trading off some data variance, which measures the 

information content (Duan et al., 2023a; Li et al., 2023). Reducing dimensions can discard information that might 

have been crucial for accurately clustering the data (Ukey et al., 2023). Balancing the need to reduce dimensions 

to preserve as much information as possible is a significant challenge in high-dimensional data clustering. The 
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deep learning paradigm can help in this issue. Autoencoders compress data into a lower-dimensional space by 

learning an encoded representation that preserves much of the original data’s relevant information (Chadebec et 

al., 2022; Wickramasinghe et al., 2021). The compressed representation can be used for more effective clustering. 

This addresses the sparsity and visualization issues that are inherent to high-dimensional data. 

However, several strategies have been proposed to address the challenges of clustering high-dimensional data.  

 Subspace and Ensemble Clustering: Subspace and ensemble clustering methods address the complexity 

of high-dimensional data by tailoring the clustering process to the internal structure of the dataset. 

Subspace clustering identifies clusters within smaller, more relevant portions of the total feature space, 

recognizing that not every dimension contributes equally to meaningful clustering (Qu et al., 2023; L. 

Wang et al., 2023). This technique is particularly adept at uncovering hidden clusters that may not be 

visible when considering the full range of dimensions due to noise or irrelevance of certain features. 

Ensemble clustering, on the other hand, aggregates the results of multiple clustering algorithms, 

leveraging the diversity of these approaches to gain a more accurate and stable view of the underlying 

structure of the data(G. He et al., 2022; Shi et al., 2023). Ensemble clustering effectively deals with the 

problems caused by the variability and complexity of high-dimensional datasets by combining the best 

parts of different clustering methods(Shi et al., 2023). This creates a robust solution that is more likely to 

accurately reflect how the data is grouped. These strategies work well together to handle the complex 

aspects of high-dimensional data clustering. They use the specificity of subspace methods and various 

ensemble techniques to get better clustering results. 

 Incorporating Domain Knowledge: Incorporating domain knowledge into the clustering process is a 

critical strategy that significantly improves the quality and relevance of the identified clusters (Duan et 

al., 2023b). This approach involves a nuanced understanding and application of specific knowledge 

related to the field or domain under study. By carefully selecting the most relevant features to the domain 

and adjusting the distance metrics to reflect the meaningful relationships within the data more accurately 

(Qoku & Buettner, 2023), clustering algorithms can be fine-tuned to produce more accurate results. 

Managing the dimensionality reduction process to keep information vital to the domain emphasizes the 

most critical dimensions, leading to more accurate and understandable clustering results. This careful 

focus on the most relevant aspects of the data, informed by deep domain expertise, enables the discovery 

of truly insightful patterns and relationships that might otherwise remain hidden. 

Addressing the complexity of clustering in high-dimensional data requires a multi-faceted approach that 

combines innovative algorithmic strategies with insights from domain knowledge. These mitigation strategies 

represent ongoing research areas, with developments in algorithm design, dimensionality reduction, and 

computational methods playing a critical role in advancing the field. The successful application of these strategies 

can significantly improve the accuracy and efficiency of clustering high-dimensional data, opening new avenues 

for discovery and analysis in various domains. 

3.2. Absence of an Overall Evaluation Metric 

In data clustering, a notable challenge is that many algorithms can produce multiple solutions for the same data 

set, complicating the task of accurately evaluating these solutions. This multiplicity is often due to the initial 

conditions or parameters set by the algorithm, such as the placement of initial centroids in K-means clustering. As 

a result, each algorithm run may produce a different clustering result, especially in complex data sets with no 

explicit or distinct groupings. This variability introduces uncertainty in determining which solution most accurately 

reflects the underlying structure of the data (Mussabayev et al., 2023; Saklani et al., 2023). 

Evaluating the accuracy of the generated solutions is a big issue in unsupervised learning tasks such as 

clustering (Ezugwu et al., 2022b). Due to the lack of ground truth labels in clustering, traditional accuracy metrics 

designed for classification tasks are not directly applicable. Instead, alternative methods such as internal validity 

indices (e.g., silhouette scores, Davies-Bouldin index). However, these methods have limitations and may not fully 

capture the clustering quality (Fakir & El Iklil, 2021). For example, they may favor more compact and well-

separated clusters, which may not always match the natural groupings in the data, especially in cases where clusters 

are not spherical or have varying densities. 

The challenge of dealing with multiple solutions and evaluating their accuracy emphasizes the need for robust 

methodologies in clustering analysis. It is essential to incorporate multiple runs and consider a range of evaluation 

metrics to obtain a comprehensive view of the algorithm’s performance. Furthermore, it highlights the importance 

of domain expertise in interpreting clustering outcomes. Understanding the data context can offer vital insights 

into the most relevant and meaningful solution. A balanced approach, combining mathematical expertise with 

practical insights, is necessary to tackle these challenges.  
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3.3. Computational Limits 

Processing large datasets and clustering algorithms are inherently complex, leading to challenges with 

computational limits. The issue revolves around balancing the computational resources required by clustering 

algorithms with the available processing power (Wright & Ma, 2022). Clustering algorithms can be 

computationally intensive, especially those designed for large volumes of high-dimensional data. They often 

require significant memory and processing time, mainly as the dataset grows in size and complexity. For example, 

the K-means algorithm, famous for its simplicity and effectiveness in many scenarios, exhibits a computational 

complexity that scales unfavorably with increased data points (N) and the number of dimensions (D). The time 

complexity of K-means is O(NKD), where K is the number of clusters. As any of these parameters increase, the 

computation time also increases, making the algorithm impractical for large datasets or those with high dimensions 

(Kharchenko, 2021). 

Advanced methods are being used to overcome computational problems in data clustering. One such method 

is the application of dimensionality reduction algorithms (Ayesha et al., 2020b; Guo et al., 2022; R. Liu et al., 

2020; Reddy et al., 2020), including t-Distributed Stochastic Neighbor Embedding (t-SNE) (H. Liu et al., 2021) 

and Uniform Manifold Approximation and Projection (UMAP) (Yu et al., 2023). These algorithms reduce high-

dimensional data into lower-dimensional spaces, simplifying the clustering task and reducing computational 

overhead. 

Utilizing distributed computing paradigms and creating and combining sophisticated algorithms is also 

possible. Distributed computing frameworks such as Apache Hadoop (Lydia et al., 2020) and Apache Spark (N. 

Ahmed et al., 2020) have revolutionized the scalability of clustering processes. These frameworks enable parallel 

processing by distributing data and computations across multiple computing nodes. By leveraging such 

architectures, clustering algorithms can process vast datasets in a fraction of the time previously required. Apache 

Spark’s MLlib is a prime example of a library that implements clustering algorithms optimized for distributed 

environments (JayaLakshmi & Kishore, 2022). 

Algorithms like DBSCAN and HDBSCAN are designed to cluster large datasets efficiently by minimizing 

distance calculations and adapting to the dataset’s structure to optimize computational resources. Despite the 

existence of dimensionality reduction techniques, distributed computing frameworks, and some adaptable 

clustering algorithms, the quest for even more efficient clustering algorithms remains crucial.  

3.4. Issues in Feature Weighting 

Traditional clustering methods often treat all features as equally important, leading to potential inaccuracies in 

the outcomes in real-world datasets as features have varying relevance (Ikotun et al., 2023b). To improve clustering 

success, it is essential to use distance metrics that account for variable feature relevance. By assigning higher 

weights to more relevant features, the clustering algorithm better captures the true similarity between data points, 

leading to more accurate clustering results. 

One modern approach to tackle this challenge is Feature Weighting (Oskouei et al., 2021; Sinaga et al., 2021; 

Sun et al., 2022). This method assigns weights to features based on their relevance to the specific clustering 

objective; thereby, the similarity between the instances can be reflected more accurately. Algorithms such as 

Weighted K-Means (J. Xie et al., 2023) or Feature Weighted Fuzzy C-Means (Kuo et al., 2021; Mohammadi et 

al., 2023) exemplify this approach by considering different features with varying impact, leading to more accurate 

similarity calculations and improved clustering outcomes. Another advanced strategy is using adaptive algorithms, 

which dynamically adjust their parameters or feature weights based on the characteristics of the dataset. For 

example, Adaptive Resonance Theory and its variants can learn incrementally from the data, adjusting their 

clustering strategy to emphasize more informative dimensions and de-emphasize less relevant ones (da Silva et 

al., 2022). In addition, dimension reduction techniques can be incorporated into the pre-processing of the data 

before clustering. Specifically, feature selection-oriented techniques like Principal Feature Analysis can highlight 

significant features. This ensures that the clustering algorithm focuses on features that carry the most information 

about the data’s structure. 

As a result, clustering algorithms benefit significantly from incorporating feature weighting techniques, 

suggesting a need for further research in this area. 

4. Diverse Applications of Clustering Algorithm  

This section explores the diverse applications of clustering algorithms across various domains, including 

healthcare, social network analysis, and market segmentation. It also highlights the practical implementations of 

these algorithms in real-world scenarios. Clustering is often used as a first step in several data mining tasks, 

including summarizing data for classification (Iam-On & Boongoen, 2015), finding patterns (M. He & Chen, 2024; 

lahmood HAMEED & DAKKAK, 2022; Shah et al., 2023), formulating and testing hypotheses (Price et al., 2021; 
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Rubarth et al., 2021), compressing data (CERNIAN et al., 2011; Pham et al., 2010; Z. Xie et al., 2009), reducing 

the number of dimensions (Bahadori & Charkari, 2018), and finding outliers (ALASALI & DAKKAK, 2023; 

Dakkak et al., 2015; Mayanglambam et al., 2023). It is also an essential part of collaborative filtering (Kannout et 

al., 2023), recommendation systems (Ambikesh et al., 2023), exploring multimedia data (Kadiravan et al., 2021), 

investigating biological data (Mrukwa & Polanska, 2022), closely looking at social networks (Jeong et al., 2023; 

Kim et al., 2023; Marqués-Sánchez et al., 2023), and identification of changing trends (Dakkak et al., 2021; Sabitha 

& Bansal, 2017). Table 3 presents a detailed discussion of different research on clustering algorithms and their 

applications. It shows the outcomes and contributions of each study, providing valuable insights for researchers 

and practitioners in data clustering. 

Table 3. Overview of research papers on clustering algorithms and their application in various fields 

Ref. Year Algorithm Approach Outcomes 
Field of 

Application 

(Shrifan 

et al., 

2022) 

2022 K-means 

Modification 

Utilizing Tukey’s rule and 

a new distance metric 

Improved clustering accuracy and centroid 

convergence.  
The proposed distance metric outperforms 

most existing metrics.  

Significantly enhances overall clustering 

accuracy by up to 80.57% on nine standard 

multivariate datasets. 

Data Clustering 

(Rahayu 

et al., 

2020) 

2020 K-Means 

Algorithm 

Using CRISP-DM 

methodology for clustering 

Classification of Rabies vulnerability. Veterinary/Health

care 

 

(Alomari 

et al., 

2023) 

2023 ACUTE 

(Efficient and 

Scalable 

Spatial Data 

Clustering) 

Utilizing topological 

relations for spatial object 

clustering, reducing the 

need for pairwise distance 

calculations 

Enhanced efficiency and scalability in spatial 
data clustering. 

Extensive testing against synthetic and real-

world datasets shows superior precision, 
recall, and error rates compared to state-of-

the-art techniques. 

Spatial Data 

Clustering 

(Anam et 

al., 2023) 

2023 K-means 

Clustering 

Algorithm 

Combining with the Bat 

Algorithm (BA) 

 

Developing a classification model for 

diagnosing diabetes mellitus using K-means 

clustering optimized with BA.  
Experimental results show improved 

performance compared to standard K-means 

in all evaluation metrics. 
Slightly higher computational time. 

Healthcare/Diabet

es Diagnosis 

(Vandha

na & 

Anuradh

a, 2021) 

2021 Ensemble 

Clustering 

Enhanced ensemble 

clustering for air pollution 

data 

Addressing issues of cluster shape and 

number of clusters in air pollution data.  
Overcoming bias and variance in traditional 

clustering through ensembling. 

Improved clustering performance compared 
to basic clustering algorithms.  

Identification of healthy and unhealthy 

regions to control contamination.  
Handling uncertain objects in clustering 

without prior data information. 

Air Pollution 

Analysis, Public 

Health 

(Hassan 

et al., 

2023) 

2023 Hybrid 

Genetic 

Algorithm 

and K-means 

Clustering 

Integration of genetic 

algorithm and k-means 

clustering for colored 

image watermarking 

Optimal cluster centroids were obtained by 

integrating genetic algorithm and k-means 
clustering. 

Improved distribution of cover and 

watermark pixels into clusters for reduced 
perceptible changes in the watermarked 

image.  

Adopt the method of the least significant bit 
for concealment.  

Enhanced imperceptibility and resistance 

against common attacks in image 
watermarking. 

Image 

Watermarking 

 

(Karthike

yan et al., 

2020) 

2020 K-means 

Clustering 

and 

Hierarchical 

Clustering 

Differentiation and 

comparison of clustering 

techniques (K-means and 

hierarchical clustering) 

Evaluation based on execution time and 

memory usage.  
K-means is suitable for larger datasets with 

minimum execution time and memory usage.  

Agglomerative clustering is optimal for 
smaller datasets with overall minimal 

memory consumption. 

Data Mining, 

Clustering, Fleet 

Management 
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(Bansal 

et al., 

2017) 

2017 Improved K-

Means 

Enhancement of the K-

Means clustering algorithm 

to automatically determine 

the number of clusters and 

assign clusters to un-

clustered points. 

Automatic determination of the number of 

clusters.  

Improved accuracy and reduced clustering 

time.  

Application in cancer prediction. 

Data Mining, 

Clustering, 

Healthcare 

(Maia et 

al., 2020) 

2020 MicroTEDAc

lus Algorithm 

Development of an 

evolving algorithm 

(MicroTEDAclus) for 

clustering data streams 

from arbitrary 

distributions, with a focus 

on robustness and 

efficiency. 

Competitive performance for online 

clustering of data streams with arbitrary 
shapes.  

Robust parameter settings require tuning of 

only one variable. – 
Ability to work with larger data sets, 

including high-dimensional datasets. 

Linear complexity in dimension-dependent 
processing steps.  

Potential for further optimization, including 

mechanisms for reducing the number of 
micro-clusters. 

Application to various tasks like fault 

detection, forecasting, or classification. 

Data Stream 

Analysis 

(Han et 

al., 2017) 

2017 Bird Flock 

Gravitational 

Search 

Algorithm  

Development of a novel 

data clustering algorithm 

based on a modified 

Gravitational Search 

Algorithm. 

Introduction of a mechanism inspired by 

collective bird response to enhance diversity.  

Exploration of a more expansive search 
space, escaping suboptimal solutions.  

Evaluation of 13 benchmark datasets, 

outperforming various other clustering 
algorithms. 

Data Mining, 

Clustering, 

Machine Learning 

(Dhas et 

al., 2022) 

2022 Distributed-

Parallel 

Particle 

Swarm 

Optimization 

with k-means  

Proposal of a distributed-

parallel particle swarm 

optimization algorithm 

combined with k-means for 

clustering large data sets. 

Improved clustering performance for large 

data sets. 

Reduced computational steps.  

Data Clustering, 

Big Data Analysis 

(Kuwil et 

al., 2019) 

2019 Critical 

Distance 

Clustering 

Algorithm 

Distance-based, Robust, 

and Dynamic Clustering 

Improved clustering performance, simplicity, 

flexibility, and robustness. 
Effective handling of outliers.  

Parameter-free cluster generation.  

Cluster validity indicators. The findings 
demonstrate that the novel algorithm 

surpasses well-known clustering methods, 

including MST-based clustering, K-means, 
and DBSCAN. 

Data Clustering 

(Purwand

ari et al., 

2020) 

2020 K-means, 

Spectral 

Clustering, 

and 

Agglomerativ

e Clustering  

Application of data mining 

techniques for measuring 

customer satisfaction in a 

family restaurant 

Agglomerative clustering proves effective in 

segmenting customers based on shared 

characteristics. The study provides insights 

into customer satisfaction measurement and 

offers recommendations for restaurant 

improvement. 

Customer 

Satisfaction 

Management 

(Sahoo et 

al., 2023) 

2023 Opposition 

Learning 

Based 

Improved Bee 

Colony 

Optimization 

 

 

Enhancing the rate of 

convergence and quality of 

clustering in data mining 

by introducing “opposite 

bees” created using 

opposition-based learning. 

These bees explore the 

solution space alongside 

mainstream bees via the 

Bee Colony Optimization-

based clustering algorithm. 

A steady-state selection 

procedure, crossover, and 

mutation operations are 

employed to balance 

explorations and prevent 

local optima. 

The results show that this algorithm 

performs better than newly proposed 

benchmarks, especially regarding the rate of 

convergence, the quality of the clustering, 

and the ability to explore and exploit. 

Data mining and 

data engineering 

with a focus on 

data clustering for 

classification and 

regression 

problems. 
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(Krishnas

wamy et 

al., 2023) 

2023 (MR-

HDBCC) 

Map Reduce-

based Hybrid 

Density-

Based 

Clustering 

and 

Classification 

Algorithm 

Developing an efficient 

algorithm for clustering 

and classifying big data 

utilizing Map Reduce.  

The MR-HDBCC technique has been 

validated using benchmark datasets and has 

proven effective in several ways. The 

algorithm offers an efficient solution for 

clustering and classifying large datasets, 

especially those with complicated patterns 

and noisy data. 

Big data analytics 

(Tejasree 

& 

Chandra 

Mohan, 

2023) 

2023 (IDBEFM) 

Improved 

Differential 

Bond Energy 

Algorithm 

with Fuzzy 

Merging  

Enhancing text document 

clustering by addressing 

the issue of sparse and 

uninformative features.  

The test results show that the IDBEFM 

technique is better than standard clustering 

algorithms for text document clustering. It 

handles the challenges of sparse and 

uninformative features in text documents 

effectively. 

Text document 

clustering mainly 

focused on 

addressing issues 

related to sparse 

and uninformative 

features. 

(Açmalı 

& 

Ortakcı, 

2021) 

2021 Metaheuristic 

approach in 

data 

clustering 

Since data clustering is an 

np-hard optimization 

problem, this study offers 

various metaheuristic 

optimization algorithms to 

solve clustering problems. 

The clustering performance of different 

metaheuristic algorithms is compared with 

each other and with K-Means.  

The Grey Wolf Optimisation Algorithm 

produces better clustering results than K-

Means in three benchmark datasets.  

The Harmony Search algorithm produces the 

worst results in the group. 

Metaheuristic, 

Clustering, Data 

Mining 

(Ortakci, 

2017) 

2017 Paralellizaito

n of PSO in 

data 

clustering 

Particle swarm 

optimization (PSO) is an 

optimization algorithm 

based on populations 

suitable for data clustering 

applications. Given its 

population-centric nature, 

this study explores a 

parallel PSO approach to 

enhance clustering speed. 

A CPU-parallelized version of the PSO 

algorithm (P-PSO) is presented in clustering. 

P-PSO produced better results than classic 

PSO regarding both speed and clustering 

success. 

Metaheuristic, 

Parallelization, 

Clustering 

 

5. Trending Techniques and Application Areas of Clustering in Data Mining 

Recent advancements have led to the development of innovative clustering algorithms that address scalability, 

accuracy, and the processing of complex, high-dimensional data. These techniques enhance the detection of hidden 

patterns and facilitate the analysis of large datasets across distributed environments. This section discusses state-

of-the-art clustering methods and their recent applications, highlighting their crucial role in transforming raw data 

into useful insights across various fields. 

5.1. Deep Learning-Based Clustering 

This approach combines traditional clustering methods with new deep-learning techniques to improve feature 

extraction and identify complex patterns in data. For instance, techniques such as autoencoders in Deep Embedded 

Clustering (DEC) enable more effective dimensionality reduction and clustering. It is renowned for its exceptional 

ability to mine meaningful patterns from data without supervision. The DEC framework has been expanded and 

enhanced through various studies to address its initial limitations, such as the lack of discriminative feature learning 

and the challenge of clustering mixed data types. One significant extension is the Contrastive Deep Embedded 

Clustering (CDEC), which introduces contrastive learning to DEC (Amirizadeh & Boostani, 2021; Sheng et al., 

2022). By constructing positive and negative samples and maximizing the distance between them, CDEC enhances 

the model’s ability to capture representative and discriminative features, substantially improving clustering 

effectiveness across several public datasets. 

Another framework proposed by (Lee et al., 2022) addresses the challenges of mixed data by introducing a 

method to handle both numerical and categorical features. They use soft-target updates to improve convergence 

stability and performance on mixed data benchmarks. Deep Embedding Clustering Based on Contractive 

Autoencoder (DECCA) has been introduced to handle high-dimensional documents (Diallo et al., 2021). DECCA 

utilizes contractive autoencoders to preserve important information and maintain data point locality, further 

demonstrating DEC’s adaptability to diverse data types. 
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5.2. Scalable Clustering Algorithms 

Scalable clustering algorithms are essential for processing vast amounts of data efficiently in the era of big 

data. Apache Spark, a distributed computing framework, has scaled traditional algorithms like K-means for big 

data applications. For example, the Scalable Fuzzy Clustering with Anchor Graph (SFCAG) method, introduced 

by (C. Liu et al., 2022), dramatically alters traditional fuzzy clustering by integrating the anchor graph technique. 

This method addresses scalability through efficient anchor selection and a sparse graph construction. Unlike 

traditional methods that require extensive distance calculations and iterative solution updates, SFCAG uses a trace 

ratio model for fast membership matrix learning, resulting in linear time complexity relative to data size. This 

improvement speeds up the clustering process and maintains high effectiveness and scalability across diverse 

datasets. Similarly, the POFCM algorithm, developed by (Pérez-Ortega et al., 2023), enhances the conventional 

Fuzzy C-Means clustering technique by adopting a parallel processing methodology employing OpenMP. It is 

particularly impactful for extensive datasets characterized by numerous clusters and dimensions, resulting in 

significantly faster solution times and superior parallel efficiency compared to the conventional method. 

In addition, Mortensen et al. (2023) presented the MARIGOLD algorithm, which significantly enhances K-

Means clustering for high-dimensional data. MARIGOLD reduces the need for repetitive Euclidean distance 

computations by integrating a unique combination of a tight distance-bounding scheme, stepwise calculations over 

a multiresolution transform, and leveraging the triangle inequality. This approach improves the scalability and 

efficiency of K-Means in handling high-dimensional datasets and demonstrates the potential for real-time 

applications such as ARPES experiments.  

5.3. Ensemble Clustering 

Ensemble clustering is an advanced technique in data mining that aims to improve clustering performance by 

combining multiple clustering algorithms. This approach integrates the strengths of various algorithms to improve 

robustness and applicability, addressing the limitations of single clustering algorithms. Many studies utilize 

ensemble clustering techniques to enhance clustering performance in data mining (Chatterjee & Das, 2023; J. Chen 

et al., 2023; Elgarhy et al., 2023; Q. Huang et al., 2023; Nie et al., 2023). The effectiveness of these techniques is 

showcased through some innovative approaches.  

One innovative method in this field is Fuzzy-Rough Induced Spectral Ensemble Clustering. This approach 

recognizes the inherent differences in the reliability and significance of clusters produced by base clustering 

algorithms (Yue et al., n.d.). It uses fuzzy-rough sets to manage the imprecision and vagueness commonly found 

in real-world data. On the other hand, the Ensemble Clustering with Attentional Representation (ECAR) method 

uses neural networks to improve ensemble clustering by capturing higher-order fusion information from related 

groups of base partitions (Hao et al., 2023). It employs an attentional network to encode the significance of each 

sample’s association with its group, achieving adaptive refinement of base partition weights. This leads to 

enhanced clustering diversity, consistency, and outperformance of existing methods. 

The ensemble hierarchical clustering algorithm proposed by (Q. Huang et al., 2023) prioritizes the selection of 

primary clusters based on merit, using Normalized Mutual Information criteria for evaluation. The selected clusters 

are then re-clustered into hyper-clusters, with instances assigned based on similarity defined by merit and cluster 

size. The algorithm has demonstrated superior performance on UCI datasets. 

5.4. Graph-Based Clustering   

Graph-based clustering uses graph theory to explore complex relationships within data, providing a nuanced 

perspective that traditional clustering techniques may lack. This approach treats data points as nodes in a graph, 

with the connections (edges) between them representing relationships or similarities. Algorithms like Spectral 

Clustering and Graph Convolutional Networks (Phan & Nguyen, 2024) use the graph’s structure to partition it into 

clusters based on the connections. Spectral Clustering utilizes the eigenvalues of the Laplacian matrix to obtain a 

low-dimensional representation that simplifies cluster separation. Graph Convolutional Networks and their 

derivatives are recognized for their capacity to integrate node feature data directly into the clustering procedure. 

These methods have demonstrated significant effectiveness in domains where data is inherently relational or 

networked, such as social media analysis (Ollagnier et al., 2023; Phan et al., 2023; Utku et al., 2023; Zhong et al., 

2023), protein-protein interaction networks (H. Chen et al., 2023; Fu et al., 2024), and recommendation systems 

(Choudhary et al., 2023; F. Wang et al., 2023). This reflects a growing interest in utilizing the rich structural and 

feature-based information encoded in graphs for clustering tasks. 

5.5. Incremental Clustering 

Incremental clustering is a modern data mining approach that can adapt to new data without reprocessing the 

entire dataset (Laohakiat & Sa-Ing, 2021). It is beneficial for scenarios where data arrives in streams or batches 

over time, requiring a flexible clustering process that can update existing clusters with new information as it 
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becomes available. Incremental clustering algorithms, such as online K-Means (Abernathy & Celebi, 2022), 

Incremental DBSCAN (Azhir et al., 2021; Bhattacharjee & Mitra, 2020), and Density-Based Stream Clustering 

(DBSTREAM) method (Bechini et al., 2020; Faroughi et al., 2023), can efficiently integrate new data points into 

pre-existing cluster frameworks. This maintains up-to-date cluster assignments and centroids with minimal 

computational overhead. Unlike traditional clustering techniques that require a static dataset, these algorithms can 

run on dynamic datasets. 

Due to its scalability, incremental clustering is highly effective for processing real-time data. This is a critical 

capability for managing extensive data streams, such as sensor networks, social media analytics, and real-time 

market analysis (Ran et al., 2023). These algorithms ensure that the clustering output accurately reflects the 

changing nature of the data by utilizing techniques such as micro-cluster maintenance and dynamic cluster 

merging. Incremental clustering techniques aim to minimize the impact of noise and outlier data points, improving 

the reliability of clustering results. This approach reflects a shift towards more adaptive and efficient data mining 

strategies that can handle the challenges posed by dynamic and voluminous datasets. 

5.6. Multi-View Clustering 

Multi-view clustering is an advanced technique in data mining and machine learning (M.-S. Chen et al., 2022), 

which aims to use multiple data sources to gain diverse perspectives. This method assumes that integrating data 

from different viewpoints can provide a more comprehensive and nuanced understanding of the patterns within 

the data. This process aggregates and synthesizes information to perform clustering, resulting in a more accurate 

and meaningful grouping of data points. Multi-view clustering is helpful in scenarios where single-source data 

may not provide a complete picture (Haris et al., 2024). This is especially true in multimedia information retrieval, 

social network analysis, and bioinformatics, where data can be multimodal and multi-faceted. 

It uses various algorithms to handle the challenges of integrating heterogeneous data, such as scale, distribution, 

and type discrepancies. These algorithms aim to find a consensus clustering that best represents the data across all 

views. They achieve this by leveraging co-training, multi-kernel learning, and cross-view consensus. This 

approach overcomes the limitations of single-view clustering approaches (Haris et al., 2024). 

Moreover, it improves clustering performance by using complementary information from various views, thus 

making clustering analysis resilient against noise and missing values in any individual perspective enhances 

analysis robustness against noise and missing values in any single view. Multi-view clustering represents a 

significant stride towards more comprehensive and reliable data analysis techniques in the era of big data and 

complex information systems. 

6. Discussion and Implications 

Our investigation indicates that clustering techniques show different levels of accuracy and uncertainty, 

particularly when dealing with noisy data. Notably, the K-Means clustering algorithm outperforms its counterparts 

mainly when applied to large datasets. K-Means is adept at generating high-quality clusters, and its performance 

improves as the number of clusters increases. However, it is essential to note that K-Means is unsuitable for 

categorical data, while hierarchical clustering algorithms perform well with categorical data. As a solution, 

agglomerative and divisive hierarchical algorithms are preferred for categorical records. However, to improve the 

performance of K-Means for categorical data types, an adaptive approach has been suggested for K-Means. This 

involves assigning rank values to categorical characteristics, which converts categorical data into numeric format. 

On the other hand, it should be noted that density-based approaches produce very promising results when the 

datasets are not sufficiently disjoint (Ali & Kadhum, 2017; Yuan & Yang, 2019). 

High-dimensional data presents complex challenges. The recent surge in data generation has increased the 

demand for advanced clustering techniques. Although strategies for clustering high-dimensional data and 

integrating domain-specific information into the process are being developed, further research is required in this 

field. Similarly, as the evaluation criteria in clustering can not consistently produce dependable results, they reduce 

the reliability of clustering results. To address this issue, it is necessary to develop new evaluation criteria that are 

not dependent on the data set and take into account more than one criterion. Additionally, feature selection can 

improve the performance of clustering algorithms by reducing data size and eliminating noise and irrelevant 

information. Additionally, it enables faster and more accurate clustering of big data while using less memory and 

computer resources. Therefore, it is crucial to explore new feature selection methods for data clustering.  

While there is no one-size-fits-all clustering algorithm, recent approaches such as Apache Spark-supported 

scalable clustering algorithms, ensemble clustering, and graph-based clustering have increased the success of 

clustering. These approaches represent a significant shift towards more dynamic, robust, and efficient frameworks 

in data mining. On the other hand, the innovation of incremental and multi-view clustering introduces scalable and 

adaptable strategies for real-time data stream analysis. 
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7. Future Research Directions and Unresolved Challenges 

Although data mining is a valuable tool, it can present challenges when used on a large scale. These issues 

include performance, data complexity, strategies, and methods. To realize the full potential of data mining, it is 

critical to recognize and address its challenges. In this context, future research direction can be summarized as 

follows: 

 Efficiency and Scalability of Algorithms: To successfully extract insights from the vast amount of data, 

data mining algorithms must exhibit both efficiency and scalability. Creating a parallel formulation of an 

improved rough k-means algorithm is suggested to open up the path to a more compelling future. This 

work would significantly improve algorithmic performance and accelerate data extraction procedures. 

 Privacy and Security Concerns: Information mining raises concerns about data security, privacy, and 

management. Data disclosure without permission, such as a retailer revealing customer purchase details, 

underscores the need for enhanced data protection. To improve data privacy and security in cloud 

environments, it is recommended to establish a unified system implementing blockchain technology 

within any clustering algorithm. 

 Handling Complex Data Types: Managing complex data types, such as graphical, temporal, and spatial 

data, is necessary in today’s data landscape. New clustering approaches should be investigated to handle 

different and complex data types. 

 Performance Enhancement: The data mining framework’s efficiency depends on the algorithms and 

methodologies used. However, existing strategies often fall short, negatively impacting performance. This 

fact suggests that new algorithms, hardware architectures, and data structures are required to improve the 

performance of the clustering process. Future research efforts should explore sophisticated techniques 

tailored to the distinctive attributes of complex data types, such as network and graph data, which require 

focused attention and innovation in data mining.  

 Future work should involve collaborations across disciplines that converge data mining with areas such 

as artificial intelligence, privacy-preserving techniques, and advanced data visualization. These 

collaborations aim to expand the range of data mining applications while addressing the ongoing 

challenges in data mining’s evolving landscape. 

8. Conclusion 

This paper provides a comprehensive and up-to-date overview of data mining clustering techniques, including 

their challenges and various applications, making it a valuable resource for researchers and practitioners. It 

explores various clustering methodologies, highlighting their strengths and weaknesses, explicitly emphasizing 

distance-based, hierarchical, grid-based, and density-based methods. This paper covers the latest trends and 

developments in clustering algorithms, focusing on deep, subspace, and hybrid clustering. 

This study analyzes several well-known clustering algorithms, including K-means, K-medoids, AGNES, 

DIANA, DBSCAN, STING, and BFGSA. It also extensively explores the wide range of applications of clustering 

algorithms in areas such as health care, air pollution analysis, image watermarking, text document clustering, and 

big data analysis. 

The contribution of this paper extends to the existing body of literature on data mining clustering techniques. 

It reviews the existing landscape and identifies open challenges and opportunities for future research. The paper 

details many plausible approaches to address the challenges of dealing with mixed and categorical data, working 

with high-dimensional and complicated datasets, creating scalable algorithms, and ensuring accurate and reliable 

clustering results. It provides a broad overview for researchers interested in data clustering techniques with 

practical and theoretical information applications as well as presenting possible future research directions. 
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