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ABSTRACT: The application of deep learning-based intelligent systems for X-ray imaging in various settings, 

including transportation, customs inspections, and public security, to identify hidden or prohibited objects 

are discussed in this study. In busy environments, x-ray inspections face challenges due to time limitations 

and a lack of qualified personnel. Deep learning algorithms can automate the imaging process, enhancing 

object detection and improving safety. This study uses a dataset of 5094 x-ray images of laptops with hidden 

foreign circuits and normal ones, training 11 deep learning algorithms with the 10-fold cross-validation 

method. The predictions of deep learning models selected based on the 70% threshold value have been 

combined using a meta-learner. ShuffleNet has the highest individual performance with 83.56%, followed by 

InceptionV3 at 81.30%, Darknet19 at 78.92%, DenseNet201 at 77.70% and Xception at 71.26%. Combining these 

models into an ensemble achieved a remarkable classification success rate of 85.97%, exceeding the 

performance of any individual model. The ensemble learning approach provides a more stable prediction 

output, reducing standard deviation among folds as well. This research highlights the potential for safer and 

more effective X-ray inspections through advanced machine learning techniques. 

 

Keywords: Deep Learning, Ensemble Learning, Object Classification, X-Ray 

1. INTRODUCTION 

Passenger and cargo transportation, customs inspections, public buildings, and public areas commonly 

use X-ray imaging devices to detect hidden or prohibited objects and identify potential hazards. However, in 

places with heavy traffic, X-ray inspections can become inefficient and even unsafe due to time limitations, 

caseload, and lack of qualified personnel. Especially when items are stacked on each other, the images become 

complex, and it becomes challenging for operators to focus on the scanning screen for long periods. Moreover, 

situations like detecting explosive materials and related circuits require additional expertise. As a result, the 

problem of identifying threat objects concealed inside electronic devices arises. In this context, deep learning-

based intelligent systems can automate the imaging process and object detection, making inspections safer. 

Deep learning algorithms are being explored in some research to evaluate X-ray security images since they 

can automatically extract high-level features compared to traditional image processing methods. Akçay, 

Kundegorski et al. examine transfer learning by applying Convolutional Neural Networks (CNNs) to the 

image classification problem used in X-ray luggage screening. Due to less training data, fully training CNN is 

difficult. Therefore, the last layers of the network are frozen, and only the initial layers are fine-tuned and 

optimized. The proposed method achieves more successful results than previous studies and is effective in 

detecting firearms [1]. Benedykciuk, Denkowski et al. address the material detection problem in the X-ray 

scanners used for security purposes. Scanner images are divided into six main categories based on whether 

organic or metallic. Feature extraction and classification are performed using deep learning methods. During 
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training, the images are split into parts representing six different material types, and a multi-scale network 

structure consisting of five sub-networks is used to handle size variations. Additionally, the effects of 

regularization and activation approaches such as (Exponential Linear Unit) ELU and Rectified Linear Units 

(RELU) on the architecture are also investigated [2]. Miao, Xie et al. conduct research on the detection of 

prohibited items in X-ray images. For this purpose, they create a dataset called SIXray, which is 100 times 

larger and resembles real-world data. The dataset contains approximately 1% of prohibited items. They 

develop an algorithm to hierarchically and iteratively enhance features to suppress the number of overlapping 

objects and irrelevant information in X-ray images. To improve the efficiency of the slow-working iterative 

algorithm, they limit forward and backward passes with a pruning mechanism. Additionally, they introduce 

a new loss function to address the data imbalance between positive and negative classes and achieve 

impressive results by testing it with different network frameworks [3]. Chang, Zhang et al. address the object 

detection problem in X-ray security imaging using a two-stage network. This method aims to reduce false 

alarms by considering the physical size of prohibited items. They also apply a method called "Hard-negative-

example selection" to reduce the low performance caused by the imbalance between positive and negative 

examples. In the developed solution, they conduct experiments on SIXray and OPIXray datasets using the 

Feature Pyramid Network method and the Faster R-CNN method, along with the physical size and hard-

negative selection mechanism [4]. Shao, Liu et al. separate prohibited objects from background images by 

highlighting the problem of object overlapping in X-ray scanning. In this method, they obtain features using 

Cross Stage Partial Darknet53 (CSPDarknet53), spatial pyramid pooling, and yolov4-tiny networks, and then 

separate foreground and background [5]. 

As revealed in these studies, the performance of deep learning models varies depending on network 

architectures and applications, and each network may exhibit different individual performances in different 

scenarios. In this regard, instead of designing a new network architecture in this research, we propose 

applying a method that takes advantage of using multiple deep learning networks. Ensemble learning is the 

general expression of approaches that aim to create a better model with improved generalization capability 

by bringing together a set of learners. The cumulative decision-making of multiple models on a problem 

highlights their strengths while compensating for their weaknesses, leading to enhanced performance. Each 

model is trained with different algorithms, parameters, or datasets to provide different perspectives on the 

problem. This way, the ensemble model becomes more reliable, producing consistent results while revealing 

relationships in a broader pattern space [6, 7]. Ensemble learning methods may involve various techniques 

for combining predictions, such as majority voting, weighting, or using an optimized machine learning model 

on the predictions. These methods target different objectives, including ensuring learning diversity, statistical 

stability, minimizing errors, and improving generalization performance[7, 8]. Ensemble approaches are 

widely used in the processing of X-ray images, particularly in the medical field [9-11] and biochemistry [12, 

13] and physics [14, 15]. Nevertheless, the utilization of ensemble techniques on X-ray images is restricted 

within the realm of security. Kolte et al. use an architecture called Skip-GANomaly to overcome the problem 

of limited data in X-ray security applications and design an updated version using a UNet++ style generator. 

Then, they combine these two architectures using an ensemble method. It is reported that the ensemble 

method learns better features to distinguish the abnormal class from the normal class compared to individual 

architectures [16]. Kong et al. propose an approach that benefits from a classifier ensemble using multi-modal 

information from X-ray images of a single-view object. They use deep neural networks to learn a good 

representation for each method used to train the base classifiers. To achieve high overall classification 

performance, they estimate the reliabilities of the base classifiers by considering natural properties of an object 

in an X-ray image, such as color and shape. They perform tests on a dataset with 15 classes to evaluate the 

method's competitive performance [17]. Zhou et al. develop an adaptive weighted ensemble model for carotid 

ultrasound image segmentation, bringing together the advantages of different CNN models. During the joint 

training of ensemble networks, model weights and sample weights are combined to improve segmentation 
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performance. The method evaluates three different UNet++ models (ResNet152, DenseNet169, and VGG19) 

on carotid ultrasound images and achieves higher accuracy compared to other methods [18]. Ahmad et al. 

propose an ensemble-based classification network for classifying baggage X-ray images. The method utilizes 

joint learning of a deep CNN combined with a Principal Component Analysis (PCA)-based Support Vector 

Machine (SVM) classifier. The suggested method exhibits high performance in classifying baggage X-ray 

images [19]. The summarised studies are listed in Table 1 with their salient features. These studies 

demonstrate that the use of ensemble based deep learning networks can enhance the classification accuracy 

in X-ray security images compared to a single network. 

It is seen that deep learning models have high success in subjects related to X-Ray images.  In the methods 

and datasets available in the literature, object detection (gun, scissors, knife, etc.) is generally performed. Since 

the relevant datasets consist of images of these objects, their functions are limited to the detection of these 

objects. In very few of these studies, anomalies etc. are detected. In this study, a unique dataset was created 

by embedding the electronic circuits potentially belonging to explosives in laptops. The dataset contains 

different combinations of laptops and circuits. In this way, anomaly detection of electronic circuits can also be 

provided.  

This study aims to efficiently differentiate a series of laptops, some containing a foreign circuit and others 

normal, in X-ray security image analysis using deep learning algorithms to determine whether they contain 

hazardous substances. For this purpose, an ensemble methodology is adopted to achieve more accurate and 

reliable detection of prohibited substances. In the proposed approach, individual outputs of each model are 

combined with an optimized machine learning algorithm which is a meta-learner. The individual 

performances of a total of 11 different deep learning models are compared and evaluated against the results 

of the community approach.  The goal of using ensemble learning is to achieve more effective results in 

prohibited substance detection and provide a more efficient solution for security applications. 

The project contributes to both security and deep learning literature in the following aspects. 

• Detecting an explosive circuit hidden inside a laptop is a challenging problem for both human operators 

and deep learning models. Current X-ray devices do not have such detection software/hardware.  

• There is a gap in the intersection between deep learning models and X-ray image analysis, especially the 

topic of X-ray image analysis as it relates to security. 

• The existence of such a problem is not mentioned in the scientific literature.  

• With this project, the problem is treated as a classification problem and a dataset is created to train the 

classification methods.  

• In addition, an ensemble system with higher accuracy is developed. 

2. MATERIALS AND METHODS 

2.1. Ensemble Learning 

Ensemble learning is a machine learning approach that aims to combine multiple individual models or 

learners to create a model with higher generalization capability. The fundamental idea behind ensemble 

learning is that relying on the predictions of various individual learners makes the final prediction more 

stable, reliable, and generalized compared to a single model. The main ensemble learning approaches can be 

listed as follows [7, 20]: 
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Table 1. Related research in the literature 
Reference Task Methods Notes 

Akçay et al. 

[1] 

Object Classification 

 

Transfer learning using 

convolutional neural networks 

Two class (gun/no gun) handgun detection 

problem, 98.92% detection accuracy. 

Benedykciuk 

et al. [2] 

Object Classification 

Material Detection 

Multi-scale convolutional 

neural network 

The method classify the materials into six groups: 

background, light organic, heavy organic, light 

metals, heavy metals and impenetrable. 95.5% 

detection accuracy. 

Miao et al. [3] Object Classification 

Threat Detection 

The class-balanced 

hierarchical refinement is 

applied to ResNet, Inception, 

DenseNet. 

Securty Inspection Xray dataset is presented, it 

consists of 1,059,231 X-ray images, in which 6 

classes of 8,929 prohibited items.  

Chang et al. 

[4] 

Object Classification  

Threat Detection 

Faster R-CNN The proposed method consists of convolutional 

feature maps, the reconstructed feature maps, 

binary masks. The physical size constraint 

formulated as a regularization term during the 

process of training the proposed detection 

network. 

Shao et al. [5] Object Classification 

Threat Detection 

Foreground and background 

separation, YOLOv4 

On the GDTIPXray, OPIXray, SIXray datasets, 

higher success was achieved than the other 

methods compared. 

Zhao et al. [6] Object Classification  Ensemble Learning, 

BoostForest, RandomForest, 

Extra-Trees, XGBoost, 

LightGBM, GBDT-PL 

The research compares the performances of 7 

different ensemble approaches on 30 different 

datasets. 

Nasser and 

Akhloufi [9] 

Image Classification  

Disease Detection 

Deep Learning Models, 

Ensemble Learning 

The review article summarizes the approaches 

and data sets used to diagnose chest disease with 

xray images. 

Radak et al. 

[10] 

Image Classification  

Disease Detection 

Machine Learning, Deep 

Learning Models,  

The review article summarizes the approaches 

and data sets used to diagnose breast cancer with 

medical images. 

Khan et al. 

[11] 

Image Classification 

Disease Detection 

Machine Learning, Deep 

Learning Models, Ensemble 

Methods 

The review article summarizes the approaches 

and data sets used to diagnose chest disease with 

xray images. 

Wang et al. 

[12] 

Classification and 

Segmentation 

DenseNet, ResNet, Random 

Forest, CNN, Deep Neural 

Networks, xgBoost 

Six feature extraction methods are integrated into 

proposed deep learning method respectively to 

form six baseline models. The weighted voting 

strategy is used to integrate the results from six 

different classifiers. 

Putin et al. 

[13] 

Prediction Deep Neural Networks, 

Stacking Ensemble Model 

The best performing DNN in the ensemble 

demonstrated 81.5% accuracy, while the entire 

ensemble achieved 83.5% accuracy. 

Xie and 

Marsili [14] 

Image Classification  Ensemble of Deep Belief 

Networks 

Random energy model applied to the deep 

learning.  

Hoffmann et 

al. [15] 

Prediction Ensemble of Deep Neural 

Networks 

The paper applies the deep learning hybrid 

approach to measurement data from a real 

specimen of an asphere. 

Kolte et al. 

[16] 

Object classification  

Threat detection 

GAN based ensembles Proposed ensemble-based architecture achieved a 

75.3% AUC on the SIXray dataset. 

Kong et al. 

[17] 

Object Recognition Deep Neural Networks Based 

Ensemble Learning 

The research reports the comparative results 

using a dataset with 15 classes. 

Zhou et al. 

[18] 

Image Segmentation CNN, Adaptively weighted 

ensemble algorithm 

 

Training multiple networks in the ensemble 

algorithm costs greater computational resources 

than a single network. 

Ahmed et al. 

[19] 

Object classification  

Threat detection 

Deep Neural Networks, PCA, 

SVM 

CNN-based classification models are hybridized 

with classical machine learning models. 
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1) Bagging 

Data sets are randomly created, and learners are trained in parallel. The models' predictions are 

combined using majority voting. 

2) Boosting 

It is a method where each learner is trained to compensate for the errors of the previous learner. Learners 

are trained sequentially. 

3) Stacking 

A machine learning model learns from the outputs of individual learners. This meta-model combines the 

outputs of individual models to make the final prediction. 

Commonly used ensemble techniques include bagging, boosting, and stacking, as shown in Figure 1 [21]. 

 

 
Figure 1. Ensemble techniques a) Bagging, b) Boosting, c) Stacking. 

 

2.2. Deep Learning Models 

1) SuffleNet 

 

ShuffleNet is designed by Zhang et al. in 2018, specifically for mobile devices with limited computational 

capability. The cost is reduced with operations such as point group convolution and channel shuffling. The 

group convolution method, which is first used with AlexNet, is introduced as a new method in ShuffleNet 

architecture by using it together with the shuffling process [22]. 
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  (a) (b) (c) 

Figure 2. The channel diagrams for convolution a) Group convolution with no cross-talking b) Group 

convolution with cross talking c) Shuffled channels. 

 

As shown in Figure 2(a), the input value inside group convolution is processed independently on different 

graphics processing units through convolution and batch normalization. In this case, only the filters in the 

relevant group affect the output result. However, kernels from a different group than the relevant group may 

have a significant impact on some outputs. Therefore, in some methods, the groups in the relevant outputs 

are applied to the next convolution process. As shown in Figure 2(b), each sub-group is mixed in a way to 

contribute to a different group, which improves performance. Instead of this, in Figure 2(c), the mixing process 

is performed using matrix transpose and flattening operations. This way, compared to Figure 2(b), a less costly 

mixing process is achieved. The most significant advantage of these processes in ShuffleNet is the ability to 

achieve similar classification performance with much less complexity in models. 

2) DarkNet 

DarkNets are deep learning architectures designed for single-shot tasks, incorporating YOLOv2 and 

YOLOv3 in their backbone structures. There are two DarkNet models available: DarkNet-19 [23] and 

DarkNet-53 [24], comprising 19 and 53 convolution layers, respectively. DarkNet-53, in addition to its 

extensive convolution layers, also employs residual connections to address degradation issues. The 

configuration of layers for DarkNet-19 are illustrated in Figure 3. 
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Figure 3. The layers of DarkNet-19 

 

3) Inception 

The first CNN model that increased the network's width using modules called "Inception" is introduced 

by Szegedy et al. in 2015. The inception architecture aims to approximately mimic the optimal local sparse 

structure within a convolutional network. It performs 1x1, 3x3, and 5x5 convolutions, as well as 3x3 maximum 

pooling, in parallel within the convolutional layers. To reduce computational complexity, 1x1 convolution 

layers are added before the parallel Inception convolutional layers which are shown in Figure 4 [25].  

 

 
Figure 4. Inception convolutional layers 

 

4) DenseNet 

DenseNet, is an architecture introduced by Gao Huang et al. in 2017. It is specifically designed to tackle 

the vanishing gradient problem and enhance feature reuse within deep neural networks. This is achieved 

Layer Filters Size/Stride Output 

Convolutional 32 3x3 224x224 

MaxPool  2x2/2 112x112 

Convolutional 64 3x3 112x112 

MaxPool  2x2/2 56x56 

Convolutional 128 3x3 56 

Convolutional 64 1x1 56 

Convolutional 128 3x3 56 

MaxPool  2x2/2 28x28 

Convolutional 256 3x3 28x28 

Convolutional 128 1x1 28x28 

Convolutional 256 3x3 28x28 

MaxPool  2x2/2 14x14 

Convolutional 512 3x3 14x14 

Convolutional 256 1x1 14x14 

Convolutional 512 3x3 14x14 

Convolutional 256 1x1 14x14 

Convolutional 512 3x3 14x14 

MaxPool  2x2/2 7x7 

Convolutional 1027 3x3 7x7 

Convolutional 512 1x1 7x7 

Convolutional 1024 3x3 7x7 

Convolutional 512 1x1 7x7 

Convolutional 1024 3x3 7x7 

Convolutional 1000 1x1 7x7 

Avgpool  Global 7x7 

Softmax   1000 
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through the utilization of dense connections, where each layer is directly connected to every other layer in a 

feed-forward manner. Within the Dense Blocks depicted in Figure 5, each layer is linked with corresponding 

feature map sizes. Every layer not only forwards its feature maps to subsequent layers but also receives 

supplementary inputs from the preceding layers, ensuring the preservation of an uninterrupted information 

flow. These attributes contribute to making DenseNet a robust and effective type of CNN, showcasing 

outstanding performance across diverse computer vision tasks [26]. 

 
Figure 5. Dense Blocks 

5) Xception 

Xception is a deep learning model introduced by François Chollet in 2016. The name "Xception" means 

Extreme Inception, indicating that it is an extension of the Inception architecture. Instead of spatial filters, 

depthwise separable convolutions are developed to separate spatial and channel-wise filtering, aiming to 

enhance the performance of CNNs. The convolution process, as shown in Figure 6, consists of deep 

convolution where each channel evolves independently and pointwise convolution is applied for inter-

channel interactions using a 1x1 convolution [27]. 

 

 
Figure 6. Xception Module 

 

2.3. Dataset 

The aim of the research is to use deep learning methods to detect circuits hidden in laptops. In this context, 

a dataset is needed to train and test deep learning methods.  For this reason, the data set was created by us. 

Arduino uno, nano, bluetooth boards that are easily available in the market were preferred as circuits. Since 
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many different laptops were needed, second-hand laptops were purchased from the market. X-ray images of 

60 laptops in different configurations were obtained by using the X-ray devices at the airport with the 

permission of the Konya Airport Administrative Authority. X-ray images of the laptops taken from different 

perspectives are given in Figure 7. The areas enclosed in red rectangles in images contain hidden circuits that 

do not belong to the computer motherboard. 

 

 
Figure 7. X-ray images of the laptops 

 

In a period of 5 months, a total of 6395 X-ray images were taken. Of these, 2545 have hidden circuitry and 

3850 do not. In order to keep the data balanced, the number of images without circuitry was reduced to 2549 

and a total of 5094 X-ray images were used in the experiments. Since the problem is considered as a 

classification problem, it is necessary to have the labels of the images during the training and testing process 

with deep learning methods. The 5094 X-ray images were labeled as normal or abnormal and stored in 

different folders.  The background and object images were segmented and the clean image shown in Figure 8 

was obtained. Since deep learning architectures have different input sizes, all images were resized for each 

deep learning algorithm to match the input size of the images. Since the number of images was sufficient to 

train the deep learning models, no data augmentation was performed. 

 
Figure 8. Preprocessed image sample 

 

2.4. Proposed Method 

The dataset consists of a total of X-ray images of 5094 laptops, including 2545 images of laptops with 

foreign circuits hidden inside and 2549 images of normal laptops without any modifications. A total of 11 

deep learning algorithms were trained with Adaptive Moment Estimation optimizer. Adam is more efficient 
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in situations where gradient-based optimization algorithms have problems such as local minima and slow 

training speed.  Since Adam is a more efficient and faster optimization algorithm, it is often the default 

optimization algorithm in deep learning models. In the experimental study, 100 epochs and 3000 iterations 

were sufficient to determine whether the deep learning models trained or not. The batchsize value of all 

models was set to 32 depending on the hardware used. The 10-fold cross-validation method was applied, and 

the training and test sets for each fold were recorded. 

To ensure the effectiveness of the ensemble learning approach, algorithms with validation accuracy above 

70% were preferred, as very poorly performing learners could negatively impact the ensemble result. The 

individual decisions of learners were combined using an optimized machine learning method. The choice and 

optimization of the machine learning algorithm (meta-learner) were performed using the fitcauto function 

with options for all learners and all OptimizeHyperparameters in Matlab software. fitcauto automatically tries 

different classification models with various settings. It uses Bayesian optimization to select the best model and 

cross-validation to evaluate their performance, ultimately determining the best model for predictions. The 

applied method is illustrated in Figure 9. 

 

 
Figure 9. Proposed ensemble method 

 

This ensemble learning model is based on a meta-model that learns from the output of individual learners. 

Deep learning models with high classification accuracy are used as individual learners. The predictions of the 

deep learning models provide the first level predictions. Based on these predictions, a machine learning model 

is optimized on the problem as a meta-learner. The fitauto function includes the following classifiers: 

Discriminant analysis classifier, Ensemble classification model, Kernel classification model, k-nearest 

neighbor model, Linear classification model, Naive Bayes classifier, Neural network classifier, Support vector 

machine classifier, Binary decision classification tree. The Linear Classification model was used as a meta-

learner since it provides higher correct classification success than the others. 

3. RESULTS 

In the study, X-ray images containing normal and abnormal classes were trained on 11 deep learning 

models listed in Table 2. The table presents the validation accuracy values of each model during the training 

process for each fold. 
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Table 2. Individual classification accuracy of deep learning algorithms 

 k-fold  
Model 1 2 3 4 5 6 7 8 9 10 Avg. 

efficientnetb0 59.49 63.35 59.05 57.38 58.55 60.87 59.45 60.65 58.28 56.47 59.35 

resnet18 63.27 65.16 63.93 67.49 64.65 63.42 64.46 64.58 67.44 63.88 64.83 

resnet50 59.64 60.51 64.87 60.36 61.02 61.24 61.85 60.29 67.08 63.81 62.07 

resnet101 64.29 62.33 61.96 63.05 59.71 62.18 61.77 62.18 63.88 59.96 62.13 

darknet19 77.60 77.96 77.02 75.64 79.20 78.55 80.31 75.35 79.36 76.38 77.74 

darknet53 68.58 67.42 61.82 65.53 62.76 64.58 68.39 69.53 66.86 68.60 66.41 

mobilenetv2 61.53 59.71 61.38 62.25 60.51 60.00 61.63 60.22 62.21 61.56 61.10 

shufflenet 82.76 83.13 83.64 82.25 80.80 85.24 80.67 83.56 83.28 83.94 82.93 

inceptionv3 82.04 80.73 77.45 81.38 80.15 84.51 85.10 84.15 83.94 82.41 82.19 

densenet201 74.84 78.40 79.64 76.73 80.80 78.76 79.43 79.85 76.67 76.74 78.19 

xception 71.93 74.04 70.04 69.60 68.80 70.04 69.91 71.64 75.73 70.42 71.21 

 

Using 10-fold cross validation, the results on the validation set obtained during the training process are 

presented with averages.  The model with the lowest performance is efficientnetb0. The average accuracy is 

59.35%. The highest performing model is shufflenet. The average accuracy is 82.93%. Among the other models, 

resnet18, resnet50, darknet19, darknet53, inceptionv3, and densenet201 perform quite competitively. On the 

other hand, models such as resnet101, mobilenetv2, and xception perform slightly worse. They have accuracy 

rates in the low 60% range. 

The problem of very low-performing learners can negatively impact the ensemble decision since they do 

not learn the problem effectively. Therefore, a threshold value of 70% was set based on the individual results 

of deep learning models, and models belonging to DarkNet19, Shufflenet, InceptionV3, DenseNet201, and 

Xception architectures were selected for use in the ensemble approach. Table 3 provides the individual 

accuracy of the correct classification performances of the top learners and the accuracy of the correct 

classification performances of the predictions produced by the meta-learner on the test set. Table 4 provides 

the evaluation metrics as an average of 10 folds.  

 

Table 3. The classification accuracy of top models and meta-learner on test set 

 k-fold  
Model 1 2 3 4 5 6 7 8 9 10 Avg.   σ 

darknet19 80.35 77.60 81.53 78.19 77.60 78.98 81.93 71.32 81.14 80.55 78.92 2.95 

shufflenet 83.10 83.89 86.05 81.14 81.93 88.80 80.55 82.51 84.09 83.50 83.56 2.30 

inceptionv3 81.93 77.60 78.19 80.16 80.94 84.68 84.68 79.96 83.50 81.34 81.30 2.34 

densenet201 74.66 77.01 77.41 72.89 82.12 78.59 78.98 78.98 75.83 80.55 77.70 2.61 

xception 75.25 70.33 68.57 68.57 69.35 70.73 71.91 69.16 75.64 73.08 71.26 2.50 

ensemble 86.64 83.89 86.64 82.12 86.25 87.62 88.02 85.46 85.66 87.43 85.97 1.72 

 

The ensemble model is the highest with an average accuracy of 85.97%. Darknet19, shufflenet and 

inceptionv3 models also performed quite well, but no deep learning model achieved a higher percentage 

accuracy than the ensemble model. This indicates that an ensemble model performs better than the others on 

the test set. Although densenet201 and xception have a lower average accuracy percentage, they still perform 

reasonably well. Furthermore, the standard deviation (σ) value shows how consistent the performance of each 
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model is. The Ensemble model has the lowest standard deviation, indicating that its performance is more 

consistent. 

 

Table 4. Evaluation metrics of top models and meta-learner on test set 

 Accuracy Specificity Precision Recall F-Measure G-mean 

darknet19 78.92 80.75 80.27 76.98 78.48 78.76 

shufflenet 83.56 85.33 84.93 81.99 83.23 83.53 

inceptionv3 81.30 84.44 83.69 77.96 80.62 81.06 

densenet201 77.70 78.81 78.43 76.58 77.41 77.63 

xception 71.26 71.81 71.75 70.84 71.00 71.08 

ensemble 85.97 84.54 84.98 87.37 86.12 85.92 

 

Table 4 presents the accuracy, specificity, precision, precision, recall, F-Measure and G-mean metrics for 

assessing model performance [28]. Proposed ensemble learning achieved better correct classification 

performance than the individual highest performing ShuffleNet model in 9 out of 10 folds. When looking at 

the average accuracy values, the ensemble approach showed 14.72% higher performance compared to the 

worst model and 2.42% higher performance compared to the best model. Additionally, it provided a more 

stable prediction output according to the standard deviation (σ). Ensemble method shows the highest 

accuracy, precision, and F-measure, indicating superior performance compared to individual models. Table 5 

shows the confusion matrix of the average of the 10-fold cross-validation results of the ensemble model. 

 

Table 5. Confusion matrix of the ensemble model 

T
ru

e 
C

la
ss

 

 Normal Abnormal 

Normal 219 39 

Abnormal 32 219 

 Predicted Class 
 

4. CONCLUSION 

In environments where security controls are tightened, X-ray devices are commonly used with human 

operators. X-ray systems become inefficient in high-traffic areas or when expertise is required for the 

recognition of a threat object. Applications such as classification or anomaly detection on X-ray images using 

deep learning have been widely used, especially in the medical field, but have not received sufficient attention 

for security purposes. In this research, deep learning methods were examined on laptop X-ray images, some 

of which contain threat objects, in terms of both individual correct classification performance and proposing 

an ensemble approach instead of designing a new model architecture. The ensemble approach highlighted 

the advantages of existing models, resulting in a more stable output with 1.72 lower standard deviation and 

87.43% higher correct classification performance compared to all individual models. 

There is a limited number of studies in the literature that focus on the ensemble approach for forbidden 

object detection in X-ray images. In addition to developing new architectures on this topic, different ensemble 

methods can also be applied. 
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