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ABSTRACT 
With the increase in the speed of the internet environment and the development of the infrastructures used, 

people have started to perform most of their work online. As much as this makes life easier, it also increases the 

possibility of being attacked by malicious people. Attackers can activate a phishing attack that aims to steal 

information from victims by creating copied, fake websites. While this attack is very old and somewhat simple, 

it can still be effective due to low IT literacy. People can enter their information on these fake websites out of 

spontaneity or ignorance or good intentions and be exposed to Phishing attacks. The compromise of a user's 

account information also puts at risk the security of the organization or institution to which it is connected. In 

this study, we propose a new machine learning-based ensemble model with feature selection methods to detect 

phishing attacks. Also, an ablation study is presented to measure the effect of different feature selection methods.  

The proposed model which we named as NaiveStackingSymmetric (NSS) is analyzed using the widely used 

accuracy (ACC), the area under curve (AUC), and F-score metrics as well as the polygon area metric (PAM), 

and it is shown that it outperforms other studies in the literature using the same dataset. 
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Kimlik Avı Saldırısı için Ensemble Öğrenmesine Dayalı Yeni Bir 

Model 
 

ÖZ 
İnternet ortamının hızının artması ve kullanılan altyapıların gelişmesiyle birlikte, insanlar çoğu işlerini çevrimiçi 

olarak gerçekleştirmeye başlamıştır. Bu durum hayatı kolaylaştırırken, kötü niyetli kişiler tarafından saldırıya 

maruz kalma olasılığını artırmaktadır. Bu saldırılardan biri de kimlik avıdır. Kimlik avı saldırısında saldırganlar, 

kopyalanmış, sahte web siteleri oluşturarak kullanıcılardan bilgi çalmayı amaçlamaktadır. Bu saldırı nispeten 

eski ve kolay olmasına rağmen, düşük bilgi teknolojileri okuryazarlığı nedeniyle hâlâ etkili olabilmektedir. 

Kullanıcılar, bu sahte web sitelerine anlık tepki, bilgisizlik veya iyi niyetle bilgilerini girebilmekte ve kimlik avı 

saldırılarına maruz kalabilmektedir. Bir kullanıcının hesap bilgilerinin tehlikeye girmesi, bağlı olduğu kuruluşun 

veya kurumun güvenliğini de riske atmaktadır. Bu çalışmada, kimlik avı saldırılarını tespit etmek için yeni bir 

makine öğrenimi tabanlı topluluk (ensemble) model öneriyoruz. Ayrıca, farklı özellik seçimi yöntemlerinin 

etkisini ölçmek için bir ablasyon çalışmaları sunuyoruz. NaiveStackingSymmetric (NSS) olarak adlandırdığımız 

model doğruluk (ACC), eğri altındaki alan (AUC) ve F-skor metrikleri ile çokgen alan metriği (PAM) 

kullanılarak analiz edilmekte ve aynı veri kümesini kullanan diğer çalışmalara göre daha iyi sonuçlara sahip 

olduğu gösterilmektedir. 

 

Anahtar Kelimeler: Kimlik avı saldırısı, ensemble öğrenme, kötücül URL, stacking, bilgi güvenliği 
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I. INTRODUCTION 
 

Developing technology allows people to meet many of their needs via the internet. Although it is 

valuable in terms of time and comfort, it also creates an environment for being exposed to more 

attacks. Attackers can create a large number of attacks using the internet and web environment, and 

their victims can trigger these attacks. One of the most encountered is Phishing attacks based on URLs 

with copy websites. 

 

Although many protocols have been developed for cyber attacks, the need for systems and the number 

of threats that may occur are increasing at a similar level [1], [2]. As an example of an advanced social 

engineering attack, a phishing attack is one of the oldest types of attacks in internet history [3]. It is 

generally based on sending fake e-mails containing gifts, discount vouchers, and e-invoices to victims' 

e-mail boxes, causing the user to click on links in the e-mail or files containing malicious software. 

With the clicked link, the user is directed to a fake website created by the attacker, which is very 

similar to the legitimate website, and is asked to enter the account information. With this attack, the 

attacker aims to capture the victim's passwords, credentials, bank account information, or other 

sensitive information. In order to be protected from a phishing attack, precautions such as different 

passwords on each platform, not clicking on shortened URL links, not logging into the system without 

making sure that the website that seems to be legitimate is safe, and not responding to e-mails that ask 

for personal information should be taken. However, the scenarios in which these types of attacks are 

successful, which try to take advantage of people's momentary distraction or ignorance, are not to be 

underestimated. 

 

A. RELATED WORK 
 

The implementation of the phishing attack dates back to almost as old as the early times of the web 

service. Although the techniques are different today, their purposes are basically the same. In this 

section, the methods and results of current studies in the literature are given. 

 

In [4], Almomani et al. have made a comparison with different machine-learning algorithms to detect 

phishing websites using semantic features. For this purpose, the 10 most effective semantic features 

have been tested with 16 machine learning methods and it has been stated that 

GradientBoostingClassifier and RandomForestClassifier methods give the best results with 

approximately %97. In [5], data preprocessing has been performed with adaptive synthetic sampling, 

and phishing attacks have been detected with a hybrid structure using S-shaped and V-shaped transfer 

functions. The k parameter of KNN (K-nearest-neighbours) is optimized. According to the polygon 

area metric [6], it is stated that a accuracy of 97.044 is achieved. 

 

By detecting phishing in [7], machine learning performance results have been analyzed to help users 

identify fake websites. Accordingly, random forest and gradient boosting with XGBoost models have 

been stated to be the best model with %97.3. In [8], a dataset has been created by considering URL 

feature extraction, word analysis, and TinyURL approaches for phishing and tested with machine 

learning models. Accordingly, it has been emphasized that extra tree and deep neural network (DNN) 

gave the best results with %98. A phishing website detection model is proposed in [9], which is based 

on machine learning and takes into account the characteristics of the URL, the source code, and the 

threat intelligence of the websites. Accordingly, it is stated that Random Forest, Extra Tree, and 

Decision Tree models showed %97.56, %97.33, and %97.29 accuracies respectively.  

 

A supervised learning approach that uses deep learning algorithms to detect phishing websites is 

proposed in [10]. It is stated that the standard neural network model achieves %94.8 accuracy and the 

CNN (Conv2D) model %93.6 accuracy. In [11], for malicious URL detection, after feature selection 

has been made on the dataset, LR (Linear Regression), SVM(Support Vector Machine), and KNN 

models have been tested. In the results, it is stated that LR achieved %92, KNN %93, and SVM %94 

accuracy. In [12], mitigations against the most common web application attacks are set, and the web 
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administrator is provided with ways to detect phishing links which is a social engineering attack, the 

study also demonstrates the generation of web application logs that simplifies the process of analyzing 

the actions of abnormal users to show when behavior is out of bounds, out of scope, or against the 

rules. It is stated that Random forest, logistic regression, and SVM models have performed using the 

dataset in UCI, and the highest performance resulted as %94.13 by SVM. Then, with the data set they 

obtained from OpenPhish and Phishtank  sites, it is stated that the highest performance was %98.86 by 

LSTM (Long Short-Term Memory). 

 

In [13], two datasets with 30 and 48 features have been combined to identify 18 common features to 

detect phishing websites. Feature selection methods have been applied to reduce this to 13. When the 

random forest algorithm has been applied to these two datasets differently, it has been stated that the 

48-attribute dataset has given better results than the 30-featured dataset with %93.7 accuracy. In [14], 

5 machine learning-based experiments have been carried out for phishing website detection. It has 

been stated that the success rate of the approach that gave the best results from these experiments was 

%95.7. In order to detect phishing websites with common features in [15], data was obtained from 

Phishtank and compared to SVM, bayes, and neural network methods. It is stated that the neural 

network gives the best accuracy with an accuracy of %99.16. 

 

In [16], machine learning-based models have been examined to detect phishing websites. F-score, 

ROC, and AUC parameters have been used as criteria. As a result, it has been stated that the SVM-

supported Adaboost method has given the best result with %97.61. Using Random Forest in [17] is 

intended to detect whether a website is phishing or legitimate. It has been emphasized that the result 

obtained after the feature extraction techniques was %97.27 accuracy. In [18], phishing has been 

detected with the 5-layer PhiDMA (Phishing Detection using Multi-filter Approach) method. As a 

result of the experiments, it has been stated that %92.72 accuracy was achieved in detecting phishing 

sites. 

 

The meta-algorithm plugin is proposed in [19] to support the improvement of classification 

performance for the development of various web phishing detection systems. It is  stated that %97.5 

accuracy was achieved by using the stacking process. In [20], different classification models were 

compared using different feature selection methods. It is seen that the performance of the dataset with 

the feature selection methods applied has decreased compared to the original dataset. As a result of the 

comparison, it seems that the ID3 (Iterative Dichotomiser 3) method, which is the decision tree 

without feature selection, has the best accuracy with %96.73. 

 

In [21], various machine learning algorithms is aimed at predicting whether a website is phishing or 

legitimate are examined. It was stated that the Random Forest method with PCA (Principal 

Component Analysis) applied has given the best accuracy with %98.4. An intelligent system that uses 

data mining to detect phishing attacks is proposed in [22]. As criteria, accuracy, AUC, and F-score are 

used. In the experimental results, it is  stated that the method with the highest accuracy was Random 

Forest with %97.36. Machine learning models were compared to detect a phishing attack in [23]. As a 

result of this comparison, it is emphasized that the Random Forest method, which applied PSO 

(Particle swarm optimization) feature selection, gave the best accuracy with %95.2. 

 

In this study, a new stacking-based machine-learning model that is one of the ensemble learning types 

for phishing attacks is proposed. To accelerate the performance of the proposed model whose name is 

NSS (NaiveStackingSymmetric) a feature selection method is applied to the dataset. Besides, 

examining the effect of feature selection on classification results, we have conducted an ablation 

study. To this purpose, two filter approaches and two wrapper approaches which are based on feature 

selection algorithms are chosen. The proposed new model presented outperforming results compared 

with state-of-art methods under different metrics. 

 

B. MOTIVATION AND CONTRIBUTIONS 
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Cyber threats and attacks are among the most important problems of today's world. The phishing 

attack is one of the most common of these threats because it does not require high technical 

knowledge to carry out. Although it is thought to be easy to protect against these attacks, it can lead to 

bad consequences if people are exposed to these attacks as a result of possible carelessness. In this 

study, we propose a machine learning-based model to detect whether a website contains a phishing 

attack. The main motivation of this study is the topicality of the attack type, the widespread use of the 

attack, the high probability of exposure, and the scarcity of machine learning-based systems with high 

performance. 

 

The contributions of this study can be summarized as follows: 

- A detailed literature review on the subject is conducted and evaluated together with the 

accuracy rates and discussed the methods that are mostly using the same dataset. 

- Using the stacking method, one of the ensemble methods, a new machine learning-based 

model is proposed for phishing detection. 

- In order to improve the performance of the NSS, the feature selection method is used. An 

ablation study is also presented to evaluate the effect of feature selection methods on the NSS. 

In this ablation study, a comprehensive analysis is performed for 4 different selection 

methods, two of which are filter approaches and two are wrapper approaches. 

- The NSS is evaluated under the ACC, AUC, F-score, and polygon area metric(PAM). It can 

be seen that the proposed stacking ensemble model with feature selection outperforms 

compared with state-of-the-art denoising methods. 

 

C. ORGANIZATION 

 
The literature review and contributions of the paper are presented in the previous sections. The 

following sections are organized as follows. Section 2 contains preliminaries describing the methods 

used in the paper, Section 3 details the dataset used and the proposed methodology, Section 4 presents 

the results obtained and a discussion for the analysis of these results, section 5 contains directions for 

future work, and the last section concludes the paper. 

 

II. PRELIMINARIES 
 

This section provides a detailed preliminary overview of the methods used in the proposed machine 

learning model. A detailed explanation of k-means, random forest, modlem, and naive bayes methods 

used in building the stacking-based machine learning model is given. In addition, the details of the 

feature selection methods which are genetic search, particle swarm optimization, significance attribute 

evaluation, and symmetrical uncertainty attribute evaluation in the preprocessing section are also 

explained in this section. 

 

 

A. CLASSIFICATION ALGORITHMS 
 

A. 1. k-Nearest-Neighbours (kNN) 

 
In classification using k-nn, the distance of each data in the dataset is calculated. However, for a given 

data, only 𝑘 points of the other data are taken into account. These 𝑘 points are the points that are 

closest to the point whose distance is calculated compared to the other data. The 𝑘 value is chosen in 

advance. Too high a value causes dissimilar data to be assigned to the same class, too small a value 

causes data that should be in the same class to be assigned to different classes. 

 
Algorithm 1. KNN algorithm [24] 

 

Initialization. Training data (𝑋); class labels (𝑌); number of nearest neighbors (𝐾) 
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Foreach sample 𝑋 in the test data do 

      Calculate the distance: 𝑑(𝑥, 𝑋) = √∑ (𝑥𝑖 − 𝑋𝑖)2𝑛

𝑖=1
 

Classify 𝑥 in the majority class: 𝐶(𝑥𝑖) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘 ∑ 𝐶(𝑋𝑗, 𝑌𝐾)
𝑋𝑖∈𝐾𝑁𝑁

 

Output. Class of a test sample 𝑥 

 

As a working principle, a distance measurement method is first determined. The most commonly used 

one is the Euclidean distance. The 𝑘 points closest to each other are identified. The class closest to the 

group is determined and the group is labeled with that class. The general structure is given in 

Algorithm 1. The performance of the KNN classifier algorithm also depends on the value of 𝐾 [25]. 

Usually, the optimal value of 𝑘 is determined empirically. 

 

A. 2. Random Forest 

 
Breiman first introduced the random forest (RF) algorithm, which has since become a widely used 

nonparametric classification and regression tool for developing prediction rules based on various types 

of predictor variables without making any assumptions about how they will be associated with the 

response variable [26]. For classification and regression problems, RF can be used; RF combines the 

output of various decision trees (DT) to produce a singular outcome. That is why, it is referred to as an 

"ensemble learning" approach to reduce the overfitting of DT. 

 

Tree-based models iteratively split the dataset into two groups until a certain predefined stopping 

criterion is met. Depending on how the splitting and stopping criteria are set, decision trees can be 

designed for both classification and regression tasks. In both cases, the subset of variables chosen to 

split the node is generated according to a predetermined splitting criterion formulated as an 

optimization problem [27]. Entropy, a practical application of Shannon's source coding theorem, is 

widely used as a splitting criterion in classification. The entropy formula is given in Equation 1. 

 

𝐸 = − ∑ 𝑝𝑖 × 𝑙𝑜𝑔(𝑝𝑖)

𝑐

𝑖=1

 (1) 

 

Here 𝑐 represents the number of unique classes, and 𝑝𝑖 represents the prior probability of each class. 

The value of 𝐸 is maximized to get the most information in each part of the decision tree. The 

disadvantage of decision trees is that they cause too much overfitting. This leads to a low accuracy of 

the overall estimation. Building numerous separate trees while just taking into account a portion of the 

observations can improve generalization accuracy. The random-subspace method was first proposed 

by Ho, and then expanded and formally published as the random forest by Breiman [27]. The random 

forest model is a community-based learning algorithm. Estimates are averaged over many individual 

trees. Trees are built on bootstrap instances rather than the original instance and This reduces the 

overfitting. The random forest method is illustrated in Algorithm 2. 

 
Algorithm 2. Random forest algorithm 

 

Initialization. Training data (𝐷), subtrees (𝐵) 

For 𝑖 ← 1 to 𝐵 do 

      Draw a bootstrap sample of size 𝑁 from 𝐷 

      While node size ≠ minimum node size do 

            Randomly select a subset of 𝑚 predictor variables from total 𝑝 

            For 𝑗 ← 1 to 𝑚 do 

                  If 𝑗th predictor optimizes splitting criterion then 

                        Split internal node into two child nodes 
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                        break 

Output. The ensemble tree of all 𝐵 subtrees is created. 

 

Random forest structures, which are a collection of decision trees, perform better than individual 

decision trees. Compared to decision trees, the random forest algorithm more precisely predicts the 

mistake rate. According to mathematical proof, the error rate always decreases as the number of trees 

rises [26]. The size of the subset of predictor variables, 𝑚, in the random forest algorithm, is essential 

for regulating the final depth of the trees. Therefore, it is a parameter that should be adjusted during 

model selection. 

 

A. 3. Modlem 
 

One of the key objectives in machine learning, data mining, and rough set theory is the discovery of 

rules from examples. As one of them, the Modlem algorithm develops rules using rough set theory and 

it is suited to deal with numerical and imperfect data [28]. It is a sequential covering algorithm that 

generates the smallest possible collection of unordered rules. It repeatedly looks for the best rule for a 

given class, deletes any positive instances from the learning set that have been covered by that rule, 

and repeats the process until all examples from that class have been covered. For every single class, 

the procedure is repeated. Finding the best condition is the first step in building a single rule, and 

adding further conditions is done so until a stopping requirement is satisfied. The direct processing of 

numerical attribute values (without pre-discretization) and missing values makes up Modlem's unique 

feature. Additionally, it can be used to handle inconsistent or noisy instances using rule pruning or 

rough estimates. The Modlem method is shown in Algorithm 3. 

 

 

 
Algorithm 3. Modlem algorithm 

 

Initialization. A set of positive examples from a given decision concept (𝐵), an 

evaluation measure (𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛) 

𝐺: = 𝐵; a temporary set of rules covered by generated rules 

𝑅: = ∅ 

While 𝐺 ≠ ∅ do 

      𝑇: = ∅; a candidate for a rule condition part 

      𝑆: = 𝑈; a set of objects currently covered by 𝑇 

      While 𝑇 = ∅ or not ([𝑇] ⊆ 𝐵) do 

            𝑡: = ∅; a candidate for an elementary condition 

            Foreach attribute 𝑞 ∈ 𝐶 do 

                  Find best conditions with 𝑞 and 𝑆, assign to 𝑛𝑒𝑤𝑡 

                  If Better(𝑛𝑒𝑤𝑡, 𝑡, 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛) then 

                        𝑡: = 𝑛𝑒𝑤𝑡; evaluate if a new condition is better than previous one 

                        according to the chosen evaluation measure 

            𝑇: = 𝑇 ∪ {𝑡}; add the best condition to the candidate rule 

            𝑆: = 𝑆 ∩ [𝑡]; focus on examples covered by the candidate 

      Foreach elementary condition 𝑡 ∈ 𝑇 do 

            If [𝑇 − 𝑡] ⊆ 𝐵 then 

                  𝑇: = 𝑇 − {𝑡}; test a rule minimality 

            𝑅: = 𝑅 ∪ {𝑇}; store a rule 

            𝐺: = 𝐵 − ∪ [𝑇]𝑇∈𝑅 ; remove already covered examples 

Foreach 𝑇 ∈ 𝑅 do 

      If ∪ [𝑇′]𝑇′∈𝑅−𝑇 = 𝐵 then 

            𝑅: = 𝑅 − 𝑇; test minimality of the rule set 

Output. 𝑅 single local covering of 𝐵, treated here as rule condition parts 
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A. 4. Naive Bayes 
 

Naive Bayes (NB) is a straightforward learning algorithm that makes use of the Bayes rule and the 

fundamental presumption that, given the class, the attributes are conditionally independent [29]. 

Despite the fact that in practice this independence assumption is frequently broken, naive Bayes 

frequently produces competitive classification accuracy. This, together with its computational 

effectiveness and numerous other appealing characteristics, contributes to Naive Bayes' widespread 

use in practice. 

 

Given a training dataset 𝐷𝑡𝑟𝑎𝑖𝑛 of 𝑡 classified objects, Naive Bayes estimates the probability 𝑃(𝑦|𝑥) 

that a new instance 𝑥 = {𝑥1, 𝑥2, . . . , 𝑥𝑎} belongs to a class 𝑦. Where 𝑥𝑖 represents the value of attribute 

𝑋𝑖, 𝑦 ∈ {1, . . . , 𝑐} represents the value of class variable 𝑌 [30]. 𝐷𝑡𝑒𝑠𝑡 is the test dataset, 𝑐 is the number 

of classes, 𝑎 is the number of attributes. 

 

The definition of conditional probability is 𝑃(𝑦|𝑥) = 𝑃(𝑦, 𝑥)/𝑃(𝑥). Taking 𝑃(𝑥) as the normalization 

constant, it makes sense to estimate the joint probability 𝑃(𝑦, 𝑥). If there are not enough 𝑥 samples in 

the training data, an accurate estimate of 𝑃(𝑦, 𝑥) cannot be obtained directly. It is necessary to infer 

these estimates from observations of lower-dimensional probabilities in the data [30]. Accordingly, 

redefining conditional probabilities yields Equation 2. 

 

𝑃(𝑦, 𝑥) = 𝑃(𝑦)𝑃(𝑥|𝑦) (2) 

 

If the number of classes 𝑘 is not too large, 𝑃(𝑦) in Equation 2 can be accurately estimated from the 

sample frequencies. To compute 𝑃(𝑥|𝑦) based on low-dimensional probabilities, it is factorized by the 

chain rule in Equation 3. 

𝑃(𝑥|𝑦) = ∏ 𝑃(𝑥𝑖|𝑥1, 𝑥2, . . . , 𝑥𝑖−1, 𝑦)

𝑎

𝑖=1

 (3) 

 

Equation 3 is optimal in theory. However, for datasets with a large number of features, the conditional 

probability 𝑃(𝑥𝑖|𝑥1, 𝑥2, . . . , 𝑥𝑖−1, 𝑦) cannot be estimated accurately enough because the feature 

dependency arcs are too large, leading to high complexity. Consequently, Naive Bayes assumes that 

the attributes of a given class are independent of each other. Thus Equation 4 It simplifies the 

calculation of 𝑃(𝑥|𝑦). 

 

𝑃(𝑥|𝑦) = ∏ 𝑃(𝑥𝑖|𝑦)

𝑎

𝑖=1

 (4) 

 

As a result, Naive Bayes calculates the joint probability 𝑃(𝑦, 𝑥) according to Equation 5. 

 

𝑃𝑁𝐵(𝑦, 𝑥) = 𝑃(𝑦) ∏ 𝑃(𝑥𝑖|𝑦)

𝑎

𝑖=1

 (5) 

 

Thus, Naive Bayes classifies a new instance of 𝑥 by choosing it as in Equation 6. 

 

𝑎𝑟𝑔𝑚𝑎𝑥𝑦(𝑃′(𝑦) ∏ 𝑃′(𝑥𝑖|𝑦)

𝑎

𝑖=1

) (6) 

 

Here 𝑃′(𝑦) and 𝑃′(𝑥𝑖|𝑦) are estimates of the probabilities derived from the frequencies of their 

respective arguments in the training sample with possible corrections. The training process of NB is 

given in Algorithm 4. 
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Algorithm 4. Naive Bayes training process [30] 

 

Initialization. 𝐶𝑜𝑢𝑛𝑡: Table of observed counts of combination of 1 attribute value 

and the class label 

For 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 ∈  𝐷𝑡𝑟𝑎𝑖𝑛 do 

      Get the value of class variable in 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒, suppose it is the 𝑦𝑡ℎ value 

      For 𝑋𝑖, 𝑖 ∈ {1,2,3, . . . , 𝑎} do 

            Get the value of attribute 𝑋𝑖 in 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒, suppose it is the 𝑗𝑡ℎ value 

            Increase the element in 𝐶𝑜𝑢𝑛𝑡 with index (𝑖, 𝑗, 𝑦) by 1 

 

B. FEATURE SELECTION METHODS 
 

B. 1. Genetic Search 
 

The Genetic Algorithm (GA) is an evolutionary algorithm (EA) that promotes the survival of the 

fittest and was influenced by Charles Darwin's idea of natural selection [31]. According to the 

principle of natural selection, only the fittest individuals are chosen to have children. To increase the 

likelihood of survival, the traits of the fittest parents are subsequently transferred to their kids through 

cross-over and mutation. The natural selection process, such as selection, cross-over, and mutation, is 

biologically inspired, and genetic algorithms mimic this process to produce high-quality optimization 

solutions. There are five phases in a genetic algorithm: 

 

- Initial population: Given that each individual is represented binary, the population is a binary 

matrix where the rows represent the randomly chosen individuals and the columns represent 

the potential predictors. With a random selection of 0 and 1, for each entry, an initial 

population with a predetermined number of people is formed. 

- Fitness function: Each member of the population has their fitness value determined using a 

predetermined fitness function. For the following generation, the person with the lowest 

prediction error and the fewest predictors has been chosen [32]. 

- Selection: Through crossover and mutation processes, the elite individuals who have been 

chosen based on their fitness value are chosen as parents to create offspring.  

- Crossover: By transferring entries between two chosen parents from the previous stage, a new 

generation is created using this process. 

- Mutation: This procedure, which is used after crossover, assesses whether a person should be 

modified in the following generation and ensures that no predictors have been permanently 

eliminated from the GA population. 

 

The flow chart of the genetic search algorithm is shown in Figure 1. 
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Figure 1. Genetic search algorithm 
 

B. 2. Particle Swarm Optimization 

 

PSO is an intelligent evolutionary computer system that is influenced by the social behavior of 

creatures like a flock of birds finding food sources. Kennedy and Eberhart introduced it in 1995 [33]. 

It is a computer strategy that resolves a problem by repeatedly attempting to enhance a candidate 

arrangement with regard to a certain percentage of value [34]. PSO's goal is to collaborate and share 

data among the particles or molecules in a group that may be thought of as a population in order to 

identify the best solution. A particle is a constituent or element of the swarm's population. In order to 

locate promising scene territories, the swarm must fly over the hunting area. Every particle is 

randomly initialized, has a searching space across which it searches for food, and carries both velocity 

and position information. Each particle is aware of both its own optimal position 𝑃𝑏𝑒𝑠𝑡 and the optimal 

position within the group of particles 𝐺𝑏𝑒𝑠𝑡. Using the following Eq. 7 and 8, the velocity and position 

of each particle are updated after each iteration. 

 

𝑉𝑖
𝑡+1 = 𝑊 ∗ 𝑉𝑖

𝑡 + 𝑐1 ∗ 𝑟1(𝑃𝑏𝑒𝑠𝑡
𝑡 − 𝑋𝑖) + 𝑐2 ∗ 𝑟2(𝐺𝑏𝑒𝑠𝑡

𝑡 − 𝑋𝑖) (7) 

 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + 𝑉𝑖
𝑡+1 (8) 

 

where 𝑉𝑖 is velocity, 𝑋 is position, 𝑡 is iteration, 𝑊 is inertia weight, 𝑐 is cognitive constant, 𝑟 is 

random number. The steps of the PSO algorithm can be summarized as follows: 

 

- (1) Generate the initial position randomly 

- (2) Calculate the parameters of each particle 

- (3) Evaluate each particle via fitness function(objective function) 

- (4) Calculate global ve particle best values 

- (5) Update the velocity and position of each particle 

- (6) Go step 2 until the stopping criteria is satisfied 

 

B. 3. Significance Attribute Evaluation (SAE) 

 
A feature ranking technique called significance attribute evaluation determines an attribute's effect by 

computing its conditional probability-based significance as a two-way function (feature-classes and 
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classes-feature association) [35]. Feature-classes(FC) and classes-feature(CF) association can be 

defined as follows: 

 

𝐹𝐶 = (
1

𝑚
∑ 𝛾𝑖

𝑚

𝑖=1

) (9) 

 

𝐶𝐹 = (
1

𝑘
) × (∑ 𝛿𝑖

𝑛

𝑗=1

) − 1.0 (10) 

 

where 𝑚 is the number of unique features, 𝛾 is the discriminating power, 𝛿 is the separability of a 

single feature with regard to class 𝑗 and 𝑛 is the total class number. SAE is calculated as an average of 

FC and CF as follows: 

 

𝑆𝐴𝐸 =
𝐹𝐶 + 𝐶𝐹

2
 (11) 

 

B. 4. Symmetrical Uncertainty Attribute Evaluation (SUAE) 
 

Mutual information is a fundamental method for calculating the degree of correlation between two 

features. It is described as the difference between the joint entropy and the sum of the marginal 

entropies. The mutual information for two completely independent items is always 0. Most feature 

selection systems based on mutual information use symmetric uncertainty (SU), one of the best feature 

selection approaches [36].  By calculating the relationship between the feature and the target class, 

symmetric uncertainty can be utilized to determine the fitness of features for feature selection. A 

feature that has a high SU value is given a lot of importance. The definition of symmetric uncertainty 

can be done as follows: 

 

𝐼𝐺(𝐴|𝐵) = 𝐸(𝐴) − 𝐸(𝐴|𝐵) (12) 

 

𝑆𝑈(𝐴, 𝐵) = 2 ×
𝐼𝐺(𝐴, 𝐵)

𝐸(𝐴) + 𝐸(𝐵)
 

 
(13) 

 

where 𝐸(𝐴) and 𝐸(𝐵) are the entropy of features 𝐴 and 𝐵, 𝐸(𝐴|𝐵) is the joint probability and 

𝐼𝐺(𝐴|𝐵) is the information gain of 𝐴 under 𝐵. 

 

 

 

 

III. PROPOSED MODEL 
 

This section contains the details and analysis of the proposed model. The article proposes a novel 

ensemble learning-based model for detecting malicious URL and phishing websites. For this purpose, 

the determination of the dataset, the feature selection methods, the establishment of the classification 

model and the details of the algorithms used are explained. 

 

A. DATASET DESCRIPTION 
 

In order to train and test the proposed model that named as NSS, first of all, accurate and reliable 

datasets are needed. In this paper, "Phising Website Features" [37] dataset from the UCI dataset pool 

was used in order to be reliable and comparable. The dataset has 30 input attributes, 1 output attribute, 

and 11055 record data. After detailed analysis of the dataset, Figure 2 is created, which includes the 
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value ranges determined for each attribute. The dataset is located in the data store with normalization 

applied. In this study, the dataset is parsed for %70 training and %30 testing. 

 

 
 

Figure 2. Dataset features and descriptions 
 

B. FEATURE SELECTION 

 
Before the classification of the dataset, a feature selection is used to find the best relative feature and 

eliminate the redundant ones. There could be some redundant or useless attributes in a dataset 

containing features. A feature selection algorithm eliminates redundant and unnecessary features to 

choose the best set possible. The two major categories of feature selection approaches are the filter 

approach and the wrapper approach. The filter approach is a feature ranking technique that assesses 

relevant and nonredundant features in accordance with the inherent characteristics of the data without 

reference to the classification methods. Filter techniques have the benefits of being quick, scalable, 

and independent of a learning algorithm. The filter approach's drawbacks include neglecting the 

classifier's interaction and the prediction of feature dependencies. Another feature ranking technique is 

the wrapper strategy, which rates nonredundant and pertinent features in accordance with the 

classifier. The wrapper method's shortcomings include overfitting and time-consuming computing. 

The connection between feature subset search and classification algorithm is one benefit of wrapper 

techniques. 

 

In this paper, instead of using a single feature selection algorithm, we have used four different 

methods which are two of their filter and the other two wrapper approach. Besides, we have analyzed 

the results as an ablation study. While as filter approaches, Significance Attribute Evaluation(SAE) 

and Symmetrical Uncertainty Attribute Evaluation (SUAE) have been chosen, as wrapper approaches 

Particle Swarm Optimization(PSO) and Genetic Search(GS) have been chosen. 

 

C. CLASSIFICATION 
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In this section, details of the proposed stacking model are explained. For this reason, different 

classification algorithms are combined via another classification algorithm which is also known as a 

meta-learner in stacking methods. In addition to the stacking method, we also combine these 

classification algorithms with a voting approach which one of the ensemble learning methods for 

better analysis. 

 

C. 1. Ensemble Learning 
 

Bagging, stacking, and boosting are the three structures that make up ensemble learning. First, the data 

set for bagging is split into test and train groups (often with a ratio of 70/30). A certain number of bags 

are filled with random and repeated samples taken from the train data. Every sample bag receives 

training using recognized models. The outputs are averaged or voted on to make decisions. Similar to 

bagging, data is separated and randomly sampled in the boosting process. Each sample is trained 

independently and generates output in the bagging method, giving each model an equal opportunity to 

succeed. In contrast, in the boosting method, data that was incorrectly identified by one model is given 

priority [38].  

 

Three sets of classifiers are created at once during the boosting process. Similar to bagging, the first 

and second classifiers are trained using various randomly selected portions of the data set. On data on 

which the first and second classifiers failed, the third classifier was trained. The majority vote 

technique is then paired with these three classifiers. On the other hand, the stacking decides based on 

the percentage of the feature space where the classifiers are successful. The outputs of the classifiers 

are combined with another classifier and the decision is made [39]. 

 

 
 

Figure 3. Stacking process in the ensemble learning 
Stacking in ensemble learning is shown in Figure 3. Here there are four different basic classifier 

examples. Fewer or more classifiers can be used depending on the model design. The new incoming 

sample is evaluated in each classifier to be classified. The results from each are evaluated in a new 

metaclassifier. According to the result of the meta classifier, the sample data is marked with a class 

label [40]. 

 

One of the ensemble learning is also a voting classifier. A voting classifier's architecture is made up of 

n machine learning models, whose predictions are valued in both hard and soft ways. In a hard vote, 

the prediction that receives the most votes wins. The winning class will be the one with the highest 

weighted and averaged probability, on the other hand, because the Voting Classifier in soft mode takes 

into account the probabilities generated by each machine learning model. 

 

C. 2. Details of Proposed Ensemble Model 
 



1816 

 

We have described the details of the proposed ensemble model in this section. As a classification 

method, we have chosen a stacking ensemble learning algorithm. In this stacking method as a meta-

learner, we prefer the Naive-Bayes and as heterogeneous weak learners, we prefer the K-NN, the 

Modlem, and the Random forest. So, the design stacking method consists of 4 different classification 

algorithms. The stacking process of the NSSis shown in Figure 4. 

 

 
 

Figure 4. Stacking process of the NSS 
 

The proposed stacking model is evaluated under different metrics. For this purpose, we have chosen 

PAM (the polygon area metric) in addition to well-known metrics like accuracy(ACC), the area under 

curve(AUC), and F-score. We also provided a confusion matrix to better analyze the classification 

results. 

 

Firstly, to choose the best feature selection method, we conducted an ablation study. For this purpose, 

four different feature selection methods are chosen. As wrapper approaches we ran PSO and Genetic 

Search (GS) methods. As a classification algorithm to carry out PSO and GS, the multi-layer 

perceptron is preferred. While under PSO feature selection, 22 features are selected under 30 total 

features, under GS, 26 features are selected. For SUAE and SAE feature selection methods, 30 

features are ranked and %10 pruning is done to prefer the most relevant features. When the features 

selected by both SUAE and SAE are analyzed,  it is seen that two features which are "popUpWindow" 

and "Favicon" are selected as mostly irrelevant while the most relevant features selected by filter 

approaches are "SSL final State", "URL of Anchor" and "Prefix Suffix". 

 

The only ensemble method is not stacking, there are also other methodologies like voting. Therefore 

for analysis, we also carried out another one of the ensemble models which is voting under the same 

feature selection algorithm(SUAE) and classification algorithms (KNN, Random Forest, Modlem). 

 

IV. RESULTS AND DISCUSSION 
 

This section contains detailed analysis, evaluation, and comparison of the results obtained. The NSS is 

evaluated according to different metrics. These metrics are produced according to the complexity 

matrix of the result obtained from the model. In complexity matrices, there are four states: true 

positive (TP), true negative (TN), false positive (FP), and false negative (FN). The first of the metrics 

evaluated according to these situations is Accuracy. Accuracy gives the ratio of correct predictions to 

total predictions. The mathematical formula of accuracy is given in Equation 14. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (14) 
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Precision is the ratio of correctly predicted positive results to total positive results. The mathematical 

formula of precision is given in Equation 15. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (15) 

 

Specificity is the percentage of correctly classified belonging to negative samples and its formula can 

be given as in Equation 16. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (16) 

 

Sensitivity or in other words recall is the ratio of correctly predicted positive results to all results in the 

true class. The mathematical formula of recall is given in Equation 17. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (17) 

 

The Jaccard similarity index (JI), also known as the Jaccard similarity coefficient, compares the 

sample in two sets to determine which samples are similar and which samples are different. JI can be 

calculated as in Equation 18. 

 

𝐽𝐼 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (18) 

 

It gives the weighted harmonic average of F-score, precision and recall values. The F-score formula is 

given in Equation 19. 

 

𝐹𝑠𝑐𝑜𝑟𝑒 = 2 ⋅
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (19) 

 

The area under the curve (AUC) is a graphical area metric that is calculated according to the ROC 

curve. The performance of a classification model at each classification threshold is represented 

graphically by the ROC curve. True Positive and False Positive rates at different thresholds are shown 

in this graph.  On the other hand, The AUC is a metric obtained by measuring the entire two-

dimensional area under the whole ROC curve. AUC can be calculated as in Equation 20. 

 

𝐴𝑈𝐶 = ∫ 𝑔(𝑥)𝑑𝑥
1

0

 (20) 

 

where 𝑔(𝑥) is a ROC curve that is drawn with the true-positive rate and the false-positive rate for 

different cut-off points. 

 

The Polygon Area Metric (PAM) is calculated using the regular hexagon area created by using six 

different metrics [6]. These metrics are accuracy, sensitivity, specificity, AUC, JI, and F-score. 

Basically, a regular hexagon is divided into 6 areas(triangle) and each of them fills these 6 metrics. 

Then, the percentage of filled area is calculated according to the Equation 21. 

 

𝑃𝐴𝑀 =
𝑃𝐴

2.59807
 (21) 

 

where 𝑃𝐴 is the filled area, and the number of 2.59807 is the area of the regular hexagon. As can be 

seen, the calculated PAM is ranging between [0,1]. 
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A. ABLATION STUDY 
 

The proposed stacking model is trained with four different feature selection algorithms. The obtained 

accuracy values are %97.5271 and %97.3160 PSO and GS, respectively.  While SAE gives %97.6779 

accuracy, SUAE gives %97.7382 accuracy. For the NSS, under evaluation of F-score, with SUAE and 

SAE feature selection it gives 0.9744 and 0.9737 respectively, while it gives 0.9719 and 0.9695 

respectively for PSO and GS. Besides, Under evaluation of AUC, while with SUAE and SAE feature 

selection it gives 0.9767 and 0.9762 respectively, with PSO and GS it gives 0.9742 and 0.9723 

respectively. As for the PAM metric, for SUAE and SAE, it gives 0.9447 and 0.9434, while it gives 

0.9393 and 0.9345 for PSO and GS. PAM results are also presented in Figure 5. 

 

           
                                   (a) GS (PAM:0.9345)                                          (b) PSO (PAM:0.9393) 

                          
                                  (c) SAE (PAM:0.9434)                                       (d) SUAE (PAM:0.9455) 

 
Figure 5. PAM results for the NSS with four different feature selections 

 

For the proposed stacking model, all results are summarized in Table 1 for four different feature 

selection methods under the 4 different metrics which are accuracy, AUC, F-score, and PAM. Besides, 

confusion matrixes are provided in Figure 6. In this figure, the "A" presents a phishing class, and the 

"B" presents a legitimate class. It can be seen that filter approaches gave better results for the proposed 

stacking model. It is most likely that, wrapper methods can result in over-fitting results. 

 
Table 1. Results for the proposed method under four different feature selections 

 

Feature Selection Method Accuracy (%) AUC F-Score PAM 

Genetic Search 97.3160 0.9723 0.9695 0.9345 

PSO Search 97.5271 0.9742 0.9719 0.9393 

SAE 97.6779 0.9762 0.9737 0.9434 
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SUAE 97.7684 0.9770 0.9747 0.9455 

 

           
                                      (a) Genetic Search                                                       (b) PSO 

                          
                                           (c) SAE                                                                (d) SUAE 

 
Figure 6. Confusion matrices for proposed ensemble learning model under four feature selection algorithms 

 

The NSS with the SUAE feature selection method is chosen as the final proposed algorithm and 

named as NaiveStackingSymmetric model because the NaiveStackingSymmetric model gives 

%97.7382 accuracy, it also gives 0.9767, 0.9744, and 0.9447 under AUC, F-score, and PAM metrics 

respectively which are also better than other feature selection algorithms. 

 

B. PROPOSED MODEL ANALYSIS 
 

In the model where the best results are obtained, that is, the SUAE feature selection method is used, 

%10 pruning is applied for the best relevant features selection. Then, an ensemble learning model 

consisting of K-NN, Modlem, and random forest methods is applied and the results are stacked with 

Naive Bayes.   

 

In order to provide an analysis of the classification methods used, it is presented as an ablation study 

by using hard voting and soft voting methods from ensemble methods as well as the stacking method. 

Accordingly, the results obtained using the accuracy, AUC, F-score and PAM metrics are shown in 

Table 2. Hard voting performs a little better than soft voting under all metrics. However, the stacking 

method using Naive Bayes as the meta classifier has still higher performance than both voting 

methods. 

 
Table 2. Results for the proposed method under three different meta classifiers 

 

Ensemble Methods Accuracy (%) AUC F-Score PAM 
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Hard Voting 97.0748 0.9689 0.9665 0.9277 

Soft Voting 97.0446 0.9687 0.9662 0.9271 

Stacking 97.7684 0.9770 0.9747 0.9455 

 

According to these results, the stacking method is the most efficient compared to voting methods for 

K-NN, random forest, and modlem classification algorithms. In addition to the results presented in 

Table 2, the resulting confusion matrices using different ensemble methods are also indicated in 

Figure 7. 

 

           
                                      (a) Hard Voting                                                       (b) Soft Voting 

 
                                                                                 (c) Stacking                                       

 
Figure 7. Confusion matrices for proposed ensemble learning model under four feature selection algorithms 
 

We have also investigated the classification algorithms separately to see the effect of the stacking 

method on these algorithms. The results obtained when the K-NN, random forest, and the modlem 

classification algorithms used in the proposed ensemble method are applied to the dataset separately 

under the SUAE feature selection method are presented in Table 3. Under accuracy, AUC, F-score, 

and PAM metrics, K-NN gives the best results and the modlem gives the worst. While K-NN, random 

forest, and the modlem give accuracy %97.1954, %97.1351, %96.9843 respectively, stacking these 

methods with the naive bayes gives %97.7382. The proposed stacking method also outperforms the 

classification algorithms evaluated separately under other metrics. This shows that the proposed 

stacking method contributes classification problem effectively. The confusion matrices of the 

individual results and PAM results of the machine learning methods used in the proposed ensemble 

learning model are shown in Figure 9 and Figure 8 respectively. 

 
Table 3. Separate results of machine learning methods used in the proposed ensemble model 

 

ML Methods Accuracy (%) AUC F-Score PAM 
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K-NN 97.1954 0.9708 0.9681 0.9314 

Random Forest 97.1351 0.9699 0.9673 0.9296 

Modlem 96.9843 0.9679 0.9654 0.9254 

Proposed Ensemble Model 97.7684 0.9770 0.9747 0.9455 

 

 

           
                                 (a) K-NN (PAM:0.9314)                                        (b) RF (PAM:0.9296) 

                          
                                (c) Mod (PAM:0.9254)                                           (d) NSS (PAM:0.9455) 
 

Figure 8. PAM results for K-NN, Random Forest(RF), Modlem(Mod), and NSS(PM) 
 

 

           
                                            (a) K-NN                                                      (b) Random Forest 
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                                        (c) Modlem                                                      (d) NSS 
 
Figure 9. Confusion matrices for each of the machine learning methods used in the proposed ensemble learning 

model 
 

For SUAE and SAE feature selection methods, 30 features are ranked and %10 pruning is done to 

prefer the most relevant features. When the features selected by both SUAE and SAE are analyzed,  it 

is seen that two features which are "popUpWindow" and "Favicon" are selected as mostly irrelevant 

while the most relevant features selected by filter approaches are "SSL final State", "URL of Anchor" 

and "Prefix Suffix". Figure 8d, Figure 6d, Figure 7c, Figure 9d and their associated tables relevant 

values indicate the proposed ensemble model. As seen from all comparisons, the proposed ensemble 

model for phishing detection achieves the best results. 

 

The comparison of the proposed ensemble model with other studies using the dataset in the NSS is 

shown in Table 4. According to this table, the proposed ensemble model has higher performance than 

other approaches using the same dataset. 

 
Table 4. Summary of Related Works 

 

Ref. Year Models Accuracy (%) 

[4] 2022 Gradient boosting, random forest 97.0000 

[5] 2022 S-shaped, V-shaped transfer function, KNN 97.0440 

[41] 2022 XGBoost 97.0455 

[7] 2022 Gradient boosting with XGBoost 97.3000 

[9] 2022 Random forest, extra tree and decision tree 97.5600 

[10] 2022 Standart neural network 94.8400 

[11] 2022 LR, KNN, SVM 94.0000 

[12] 2021 Random forest, logistic regression, SVM 94.1390 

[14] 2021 CRAN-R, random forest 95.7000 

[16] 2020 SVM + Adaboost 97.6100 

[17] 2020 Random forest 97.2700 

[18] 2020 Multi-filter 92.7200 

[19] 2019 Stacking process 97.5000 

[20] 2019 Decission tree (ID3) 96.7300 

[22] 2017 Random forest 97.3600 

[23] 2017 PSO feature selection, random forest 95.2000 

NSS 2024 NaiveStackingSymmetric (ensemble) (proposed) 97.7684 

 

A comparison of machine learning models performed using phishing datasets with different metrics 

such as F-score, AUC, precision, recall is given in Table 5. In this comparison, only studies that 

directly share the metrics or share the information and the values of the metrics are taken into 
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consideration. Only the accuracy values of other studies are given. In Table 5 there are studies that 

share more metric information or calculate metrics from the information provided. 

 
Table 5. More Detailed Summary of Related Works 

 

Ref. Accuracy (%) F-Score AUC Precision Recall 

[4] 97.0000 0.9685 0.9639 0.9622 0.9748 

[5] 97.0440 0.9701 0.9704 0.9714 0.9695 

[41] 97.0455 0.9736 N/A 0.9592 0.9794 

[7] 97.3000 0.9740 N/A 0.9690 0.9820 

[9] 97.5600 0.9722 N/A 0.9762 0.9682 

[12] 94.1390 0.9343 N/A 0.9223 0.9466 

[16] 97.6100 0.9760 0.9960 N/A N/A 

[17] 97.2700 0.9645 N/A 0.9456 0.9842 

[18] 92.7200 0.9090 N/A 0.9124 0.9055 

[22] 97.3600 0.9740 0.9940 N/A N/A 

NSS 97.7684 0.9744 0.9767 0.9827 0.9707 

 

We have also investigated the selection of a splitting approaches for the training set. For this purpose, 

we have used 3 different splitting types which are 80/20 and 90/10 different from the used one in NSS 

which is 70/30. The results are presented in Table 6. 

 
Table 6. Different splitting approaches in training for NSS 

 

ML Methods Accuracy (%) AUC F-Score PAM 

%70-30 97.7684 0.9770 0.9747 0.9455 

%80-20 97.3768 0.9731 0.9709 0.9368 

%90-10 98.0090 0.9796 0.9787 0.9525 

 

V. FUTURE DIRECTIONS 
 

In this section, there are directions for future studies on the subject. Machine learning approaches for 

cyber security are becoming more and more popular today. Therefore, the following directions are 

offered for future work. 

 

- Models can be built and tested with a secure dataset for all other types of attacks, such as 

phishing. 

- The rapid development of technology also increases cyber security needs and carries security 

strategies to different dimensions. With the emergence of quantum computers, many systems 

that are considered safe become insecure. Therefore, new protocols can be produced to make 

systems quantum resistant [42]. 

- With the development of 5G, 6G and IPv6 systems, the interest in Internet of Things (IoT) is 

constantly increasing. However, the nature of the wireless environment is insecure, leading to 

increased threats to IoT systems. In addition, the use of resource-constrained sensor devices 

increases the importance of lightweight security protocols. For this reason, machine learning-

based security models can be developed for IoT systems that put a low load on the sensors 

[43]. 

- In mobile operating systems, security levels can be increased by detecting anomalies in data 

flow based on machine learning. 

- Deep learning techniques, which are one of the popular topics of recent years and are 

frequently used in the field of image processing and whose use on numerical data are 

increasing, can be applied to phishing detection data sets [44]. 
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VI. CONCLUSION 

 

This paper proposes a new ensemble learning-based model for detecting whether a website is phishing 

or legitimate. Model training/test is performed on the dataset obtained from the UCI machine learning 

repository. Processes are performed using many methods and ablation studies are carried out. 

According to the results obtained, the best performance with %97.7382 accuracy belongs to the 

proposed ensemble model, which applies SUAE feature selection and stacks K-NN, random forest, 

and modlem approaches with Naive Bayes. 

 

All other studies using the dataset are analyzed in detail and their results are compared with the 

proposed ensemble model. Here, not only accuracy but also the comparison is provided over different 

metrics such as AUC, F-score, precision, and recall. Based on the average performance of all these 

metrics, the proposed ensemble model has better performance than all other machine learning studies 

using the dataset. 

 

In addition to a proposed novel model, the paper has an extensive literature review including machine 

learning-based phishing detection approaches and all other studies using the dataset. This shows that 

phishing attack is a very old and frequently used type of attack and reveals the necessity of taking 

precautions against this attack. Therefore, the NSS can effectively fills the gap in the literature. In 

future studies, we plan to develop deep learning-based cyber security models that have attracted great 

interest in recent years. 
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