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Abstract 

Nowadays, it is feasible to analyze text data that is being generated at an exponential rate by transforming it into a sparse matrix of 
big size using a certain weighting method. A comprehensive text weighting approach consists of three fundamental components: Term 
Frequency, Document Frequency, and Vector Normalization. The multiplication of these three components yields numerical values 
that indicate the significance of a word for a text. Nevertheless, the unprocessed state of these values is unsuitable for the semantic 
analysis of textual material. There are multiple techniques available for this objective, and Topic Analysis, which seeks to identify 
subjects discussed in extensive text collections, is one of these techniques. The Non-Negative Matrix Factorization (NMF) approach is 
commonly employed in topic analysis. It involves transforming an input matrix into the product of two or more matrices, using both 
random and deterministic beginning values. This study involved conducting tests on a dataset of 20,000 articles sourced from 
Wikipedia, the online encyclopedia, with the aim of investigating the impact of text weighting methods and initial value approaches 
commonly employed in the literature on the NMF method. The number of clusters to be used in the studies was determined using an 
analytical procedure, which employed an upper limit. The results indicate that the “lnc” and “nnc” weighting schemes yielded the 
highest performance in NMF. These findings demonstrate that employing the “lnc” or “nnc” weighting scheme will lead to more 
favorable outcomes in the domain of topic analysis. 
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Öz 

Günümüzde üstel bir şekilde üretilen metin verisinin analiz edilebilmesi, bu verinin belirli bir ağırlıklandırma yaklaşımı ile büyük 
boyutlu seyrek bir matrise çevrilmesi ile mümkün olmaktadır. İdeal bir metin ağırlıklandırma yaklaşımının 3 temel bileşeni 
bulunmakta olup; bunlar Terim Frekansı, Doküman Frekansı ve Vektör Normalizasyonu bileşenleridir. Bu üç bileşenin çarpımı ile bir 
kelimenin bir metin için önemini ifade eden sayısal değerler elde edilir. Ancak bu değerlerin ham hali metin verisinin anlamsal olarak 
analiz edilmesi için uygun değildir. Bu amaçla çeşitli yöntemler bulunmakta olup, büyük metin koleksiyonlarında bahsedilen konuları 
bulmayı amaçlayan Konu Analizi bu yöntemlerden bir tanesidir. Bu amaçla konu analizinde bir girdi matrisini hem rastgele hem de 
deterministik başlangıç değeri ile iki veya daha fazla matrisin çarpımına dönüştürmeyi hedefleyen Negatif Olmayan Matris Ayrışımı 
(NMF) yönteminden sıklıkla faydalanılır. Bu çalışmada, literatürde kullanılan metin ağırlıklandırma yöntemlerinin ve başlangıç değer 
yaklaşımlarının NMF yöntemi üzerinde etkilerinin bulunması amacıyla, Vikipedi özgür internet ansiklopedisinden elde edilen 20.000 
makale üzerinde denemeler yapılmıştır. Denemelerde kullanılacak küme sayısının elde edilmesi için analitik bir yöntem yardımıyla 
bir üst sınır kullanılmıştır. Elde edilen sonuçlara göre, NMF üzerinde en iyi başarıma “lnc” ve “nnc” ağırlıklandırma şemalarıyla 
ulaşılmıştır. Buda konu analizi alanında “lnc” veya “nnc” ağırlıklandırma şemalarının kullanılmasıyla daha başarılı sonuçlar elde 
edileceğini göstermiştir. 

Anahtar Kelimeler: Konu Analizi, Metin Ağırlıklandırma Şemaları, Negatif Olmayan Matris Ayrışımı, Başarım Karşılaştırması 

 

1. Introduction 

Currently, owing to the increasing prevalence of Internet 
technologies and devices that are able to support them, the most 
commonly generated form of data is textual data. According to a 
survey conducted in 2022, around five billion individuals globally 
and around 63 million individuals in Turkey had at least one 
account on a social media platform. These individuals dedicate an 
average of 2 hours and 31 minutes per day to generate textual 
material on social media [1]. The content generated exclusively 
on social media platforms has generated a significant increase in 

data, even on a daily basis. Hence, it is challenging to extract 
important information from datasets with exceedingly large 
volumes. In other words, it is feasible to analyze and interpret 
extensive data by substantially reducing the volume. This allows 
the implementation of many applications. Various applications, 
including market research, product feedback, the study of social 
perception, and prompt handling of complaints and requests, can 
be effortlessly achieved.   

Topic analysis is a technique devised to extract concise and 
significant information from vast amounts of textual data [2], [3].  
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Initially, probabilistic models were commonly employed, 
although more deterministic approaches are currently being 
integrated into the methodology. This enables a rapid and 
effortless overview of textual information. Numerous studies 
have been published on this topic [4], [5]. 

Non-negative matrix factorization (NMF) is a method designed to 
decompose a matrix into a product of two smaller matrices. This 
facilitates the analysis of the acquired matrices with reduced 
dimensions. Given this framework, NMF is an iterative method 
for topic analysis [5]. Despite the deterministic structure of the 
NMF, the initial values are typically chosen randomly. This 
reduced the reliability of the method. An approach called non-
negative double-singular (NNDSVD) was proposed as a solution 
to this problem [6]. This approach utilizes singular value 
decomposition (SVD). For relevant studies, see, for example, [7], 
[8], [9].  

The purpose of utilizing NMF in the domain of topic analysis is to 
reduce the dimensions of the matrix arising from the process of 
converting text data into a numeric format. Although NMF is a 
reliable and efficient technique, its effectiveness is closely tied to 
the semantic content of the matrix obtained from textual input. 
Choosing an appropriate strategy will enhance the quality and 
precision of research, given the various focusing approaches 
available during the digitization phase of text data [10], [11], [12]. 

The main contribution of this study is to provide an objective 
assessment of several text weighting schemas using the NMF 
topic Modelling approach. Because text weighting is one of the 
most important factors that directly influences the results of 
topic modelling, choosing an optimal weighting method will help 
researchers establish a good starting point. Therefore, a series of 
experiments were conducted to measure the achievements in the 
topic analysis of the text weighting approaches defined in the 
literature, as part of this study. The results were compared in 
terms of coherence by using the NMF method. The subsequent 
sections of this paper are structured as follows. second section of 
the paper presents the dataset and methodologies employed. The 
third section of the manuscript discusses the experimental 
findings. In conclusion, the results acquired in the fourth section 
are consolidated, and suggestions for further research are 
presented. 

2. Related Works 

The use of NMF has been an active research area because of its 
analytical nature. In particular, it has been employed in several 
academic disciplines such as environmental sciences, medical 
informatics, and text mining [13]. For example, the NMF method 
has been used for genetic information extraction [14], [15], [16], 
[17], [18], to make inferences about textual medical data [19], 
[20], [21], [22], and pollution discrimination [23], [24], [25]. 

From a topic analysis perspective, several variants of NMF have 
been heavily employed in these studies. For instance, NMF and its 
variants have been used to extract useful insights from tourism 
sector reviews [26], [27]; health-related textual information [20], 
[21], [22], [28], [29]; low-source language texts [30], [31]; and 
accident or disaster analysis from textual data [32], [33]. 
However, most studies have integrated library-provided 
functions to preprocess text-weighting schemas. Because 
weighting is a key factor in topic analysis, using the most accurate 
text-weighting method is important. Hence, this study aims to 
close this gap in the literature by providing a comprehensive 
evaluation of well-known text weighting schemas. 

3. Materials and Methods 

3.1. Dataset 

Studies in the field of topic analysis take advantage of the large 
amounts of text. The study utilized a version of the Wikipedia 
Internet Encyclopedia that was generated by the Huggingface 
group and dated March 1, 2022. 

Wikipedia backups its database in XML format for a period of six 
months and opens it to researchers. However, these data are very 
difficult to process because they are compressed to 19 GB (open 
to 86 GB). Huggingface periodically retrieves textual data from 
Wikipedia and provides it in a JSON-like format (the whole export 
file is an invalid JSON, but each line is JSON). The study utilized a 
dataset consisting of 6.458.670 English-language articles that 
were processed and transformed into JSON format by 
Huggingface on March 1, 2022 (downloaded from 
https://huggingface.co/datasets/wikipedia/tree/main/data/20
220301.en). We randomly selected 20.000 documents randomly 
from the Wikipedia Dataset to reduce computation requirements. 
The random 3 samples of the selected dataset are listed in Table 
1. 

3.2. Text Preprocessing 

To analyze the obtained Wikipedia articles, all words must be 
represented numerically; hence, pre-processing steps were 
applied to the obtained data. For the normalization of the articles 
obtained in the first stage, all characters were translated into 
lower-case letters. A total of 416.450.007 characters were 
processed during this phase. Subsequently, characters were 
eliminated using unicode (universal-coded characters) 
categories. The KC Normal Form (NFKC), previously proposed by 
the Unicode consortium, was used at this stage. Then, the 
characters other than the Unicode category small letter (Ll) or 
large letter (Lu) and space (Zs) were excluded from the text data, 
and a total of 392.586.768 characters remained as a result. The 
resulting documents were split by space character, and a total of 
64.535.969 text parts were obtained. Suffixes were removed 
from the text using the Snowball [34] stemmer, and English stop 
words were removed from the text. A total of 38.972.617 words 

Table 1. Sample view from dataset. 

Article Id Url Title Text 

12 https://en.wikipedia.org/wiki/Anarchism Anarchism 

Anarchism is a political philosophy and movement that is sceptical of 
authority and rejects all involuntary, coercive forms of hierarchy. 
Anarchism calls for the abolition of the state, which it holds to be 
unnecessary, undesirable, and harmful. As a historically… 

7676 https://en.wikipedia.org/wiki/Creaky%20voice Creaky voice 

In linguistics, creaky voice (sometimes called laryngealisation, pulse 
phonation, vocal fry, or glottal fry) is a special kind of phonation in 
which the arytenoid cartilages in the larynx are drawn together; as a 
result, the vocal folds are compressed rather tightly, becoming 
relatively slack and compact. They normally… 

30266 https://en.wikipedia.org/wiki/Tonyukuk Tonyukuk 

Tonyukuk (, , , born c. 646, died c. 726) was the baga-tarkhan 
(supreme commander) and adviser of four successive Göktürk 
khagans – Elteriš Qaγan, Qapγan Qaγan, İnäl Qaγan and Bilgä Qaγan. 
He conducted victorious… 
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were obtained as a result of this phase. There are 516.119 words 
in our final dictionary. The resulting dictionary digitized 20,000 
Wikipedia documents, and the final dimension of the document-
term matrix was 20.000 × 516.119. 

3.3. Text-Weighting Methods 

The raw state of text data is difficult to analyze owing to its 
various linguistic and contextual characteristics. Therefore, the 
use of digitized text data is preferred over raw data. The most 
preferred method for digitizing text data in this area is the Bag of 
Words (BoW). Using this method, text data are generally 
translated into large matrices that have a sparse structure and 
show the relationship between words and documents.  The 
methodologies employed in this approach were determined 
using the SMART Information Retrieval System created by 
Cornell University. Within this method, the importance of every 
word in the documentation comprises of three distinct 
components. These components consist of the Term Frequency 
Component (TFC), which quantifies the importance of a word in 
a document; the document frequency component (DFC), which 
measures the relevance of a term across the entire text data; and 
the (VNC), which indicates the process of vector normalization. 
The final word weight is given by the following equation obtained 
from the product of these three components: 

𝑋𝑡,𝑑 = 𝑇𝐹𝐵𝑡,𝑑 × 𝐷𝐹𝐵𝑡 × 𝑉𝑁𝐵 (1) 

Table 2 lists the predefined weighting schemes for the three 
components used by the SMART information-delivery system. 

Table 2. SMART Weighting Components. 

TFC DFC VNC 

n 𝑡𝑓𝑡,𝑑 n 1 n 1 

l 
{

1 + 𝑙𝑜𝑔(𝑡𝑓𝑡,𝑑) , 𝑡𝑓𝑡,𝑑 > 0

0, 𝑡𝑓𝑡,𝑑 ≤ 0
 

t 
𝑙𝑜𝑔

𝑁𝑑

𝑑𝑓𝑡

 
c 1

√∑ 𝑤𝑖
2𝑛

𝑖=1

 

a 
0.5 +

0.5 × 𝑡𝑓𝑡,𝑑

𝑚𝑎𝑥𝑡(𝑡𝑓𝑡,𝑑)
 

p 
𝑚𝑎𝑥 {0, 𝑙𝑜𝑔

𝑁𝑑 − 𝑑𝑓𝑡

𝑑𝑓𝑡

} 
u 1

𝑢
 

b 
{
1, 𝑡𝑓𝑡,𝑑 > 0

0, 𝑡𝑓𝑡,𝑑 ≤ 0
 

  b 1

ℒ𝑐
𝛼

, 𝛼 < 1 

L 1 + 𝑙𝑜𝑔(𝑡𝑓𝑡,𝑑)

1 + 𝑙𝑜𝑔 (𝑎𝑣𝑒𝑡(𝑡𝑓𝑡,𝑑))
 

    

 

where 𝑡𝑓𝑡,𝑑  indicates the frequency of the word 𝑡 within the 

document 𝑑; 𝑁𝑑 is the total number of documents; 𝑑𝑓𝑡    is the 
number of different documents that include the word 𝑡; 𝑤𝑖  is the 
element 𝑖. of a vector; 𝑢 is a normalization factor; ℒ𝑐

𝛼  is the 
average number of words in the text collection; and 𝛼 is a 
standardization factor. 

This study uses all combinations defined in the SMART notation. 
However, owing to additional parameters, we excluded “u” and 
“b” values of VNC. 

3.4. Topic Analysis 

Topic analysis approaches, which have recently been developed 
to find topics discussed in large-volume text data, often use 
reduced matrices through dimension reduction methods. The 
most preferred dimensional reduction methods for these 
approaches are the Latent Dirichlet Allocation (LDA) [35] and the 
NMF [36]. The LDA method is a generative probability model. In 
this model, two different multivariate probability distributions 
were used. One of these distributions models the likelihood that 
any word passes a topic, whereas the other models the 

probability that any text belongs to a topic. The process of 
calculating LDA aims to obtain the probability values initially 
randomly selected, iteratively approaching the actual probability 
value. Therefore, there may be differences in the results obtained 
from the LDA calculation. However, the classic NMF method aims 
to convert a large matrix into the product of two smaller matrices. 
The structure of this method also involves an iterative calculation 
process, and the starting point is usually chosen randomly. Unlike 
LDA, it has been demonstrated that an effective and deterministic 
starting point can be determined using the classic NMF method, 
thereby increasing the consistency of the results obtained [6]. 
Therefore, the success of topic analysis was measured using only 
the NMF method. 

3.5. Non-negative Matrix Factorization (NMF) 

In the classical NMF method, the input matrix is divided into two 
different matrices using a specific approach. A matrix display 
separated by the classical NMF is  

 X = WH (2) 

where 𝑋 ∈ ℝ𝑚×𝑛 and 𝑥𝑖𝑗 ≥ 0, 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛 indicate the 

input matrix, 𝑊 ∈ ℝ𝑚×𝑟 and 𝑤𝑖𝑘 ≥ 0, 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑘 ≤ 𝑟 the 
mixture matrix (base), 𝐻 ∈ ℝ𝑟×𝑛 and ℎ𝑘𝑗 ≥ 0, 1 ≤ 𝑘 ≤ 𝑟, 1 ≤ 𝑗 ≤

𝑛 the coding matrix and the r parameter also the difference size 
[37]. 

The classical NMF method aims to find the �̃� ≈ 𝑊 and �̃� ≈ 𝐻 
separation matrices of the �̃� matrix, which is a prediction of the 
𝑋 matrix. In this case, the differential to be obtained for the matrix 
�̃� is 

 �̃� = �̃��̃� (3) 

where �̃� ∈ ℝ𝑚×𝑟 and H̃ ∈ ℝr×n are matrices. 

NMF is an optimization method. This method uses the objective 
function of minimizing a certain 𝐷(. , . ) distance measurement 
between the matrix �̃� and the input matrix 𝑋. This is shown in 
Equations (4) and (5): 

 𝑚𝑖𝑛
�̃�∈ℝ𝑚×𝑛

𝐷(𝑋, �̃�) = 𝑚𝑖𝑛
�̃�∈ℝ𝑚×𝑟 ,�̃�∈ℝ𝑟×𝑛

𝐷(𝑋, �̃��̃�) , (4) 

𝐷(𝑋, �̃��̃�)  =
1

2
‖𝑋 − �̃��̃�‖

𝐹

2
=

1

2
∑ ∑ ((𝑋)𝑖𝑗 − (�̃��̃�)

𝑖𝑗
)

2
𝑛

𝑗=1

𝑚

𝑖=1

. (5) 

Here, 𝐷: ℝ𝑚×𝑛 × ℝ𝑚×𝑛 →  ℝ is an error function, and the 
Frobenius norm is indicated by the notation ‖∙‖F

2. 

The 𝑟 separation dimension is an important parameter in the 
NMF method. However, the failure to calculate this parameter in 
advance and to experimentally determine it prolongs the 
completion time of the work. For example, in most NMF 
applications, calculation of the appropriate 𝑟 value is typically 
performed experimentally and within a wide range of values 
(approximately 140). In this context, the brute-force approach is 
used to select the one with the best success value among all 
𝑟 values in the value range. This experimental approach is 
expressed as  

 𝑎𝑟𝑔𝑚𝑎𝑥
𝑟𝑚𝑖𝑛<𝑟<𝑟𝑚𝑎𝑥

𝑃(𝑋, �̃��̃�) (6) 

where 𝑟𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥 represents a value in the range 𝑟 ∈ ℕ+ , and 
large values of the 𝑃: ℝ𝑚×𝑛 × ℝ𝑚×𝑛 →  ℝ function indicate high 
achievement. Researchers can also use natural numbers that 
have a specific pattern because they can use all natural numbers 
in this value range. However, rmin, rmax values do not have an 
analytical approach to determine, and these values are 
determined based on the experience of researchers. This is a 
factor that negatively affects the coherence of work with NMF. 
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As a general rule, the upper limit of the 𝑟 parameter is expected 
to comply with  

𝑟 ≪ 𝑚𝑖𝑛(𝑚, 𝑛) (7) 

rule. Here, the expression ≪ indicates a radically small 
𝑟 parameter value, whose upper limit is 𝑚𝑖𝑛(𝑚, 𝑛), must be used. 

Because the NMF method is a low-rank matrix approximation, the 
element counts of the �̃� and �̃� separation matrices obtained by 
this method are expected to be less than the element count of the 
𝑋 input matrix. Therefore, given the number of elements (𝑚𝑟 +
𝑛𝑟) of the separated matrices to be obtained with classical NMF, 
the following inequality must be satisfied: 

𝑚𝑟 + 𝑛𝑟 < 𝑚𝑛. (8) 

Thus, the upper limit of the separation size is 

𝑟 <
𝑚𝑛

𝑚 + 𝑛
. (9) 

If the input matrix is sparse, the upper limit is 

𝑟 <
𝑛𝑛𝑧(𝑋)

𝑚 + 𝑛
. (10) 

Here nnz: ℝm×n →  ℕ+ denotes the number of elements in a 
matrix that are different from zero. These two inequalities 
produce values that are more suitable for estimating the upper 
boundary of parameter r than inequality (7). In this study, the 
highest r value that yields the inequality (10) was used [38].  

The proposed calculation approaches for the classic NMF method 
iteratively minimize the objective function in Eq. (5). The most 
preferred of these approaches is the Frobenius rule's 
Multiplicative Update Rules (MUR) [36]. In addition to this 
approach, the steepest gradient descent and Newton-type 
numerical methods have been proposed [39], [40]. In our study, 
MUR was preferred because of its widespread use, and this 
method is shown in Equations (11)–(12). 

𝐺𝑤(�̃�𝑡, �̃�𝑡) = �̃�𝑡 ⊗ (𝑋�̃�′𝑡 ⊘ �̃�𝑡�̃�𝑡�̃�′𝑡), (11) 

𝐺ℎ(�̃�𝑡+1, �̃�𝑡) = �̃�𝑡 ⊗ (�̃�𝑡+1𝑋 ⊘ �̃�′𝑡+1�̃�𝑡+1�̃�𝑡). (12) 

Here, ⊗ is the Hadamard product; ⊘ is the Hadamard division; 
and, 𝐺𝑤 and 𝐺ℎ are the functions that update the �̃� and �̃� 
matrices, respectively. 

In all these calculation methods, the starting values of the �̃� and 
�̃� matrices were randomly selected from the uniform 
distribution. This negatively affects the consistency of the �̃� and 
�̃� matrices obtained with NMF applications [41], [42]. In 
addition, these randomly selected starting values also adversely 
affect the calculation time of the NMF method [43]. 

3.6. Non-Negative Double Singular Value Decomposition 
(NNDSVD) 

For the classic NMF method to produce more consistent and 
faster results, a deterministic starting value approach for W̃ and 
H̃, called the NNDSVD, has been suggested and successful results 
have been obtained [6]. Algorithm 1 presents the algorithm for 
the NNDSVD method. 

 

 

 

 

 

Algorithm 1. NNDSVD Algorithm 
Input: X ∈ ℝ+

m×n, r < min(m, n) ∈ ℕ+ 
Output: W̃0 ∈ ℝ+

m×r, H̃0 ∈ ℝ+
r×n 

1 Calculate the single value of the largest r of 𝑋 : 𝑈, 𝑆, 𝑉 = 𝑠𝑣𝑑(𝑋, 𝑟) 
2 Specify as W̃⋅,1 = √s1,1 × U⋅,1 and H̃1,⋅ = √s1,1 × V⋅,1

′   

3 For ∀j ∈ [2, r] 
3.1  x = U⋅,j ve y = V⋅,j

′  

3.2 
 𝑥+ = {

𝑥𝑖 ,   𝑥𝑖 > 0
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, 𝑥− = {
−𝑥𝑖 ,   𝑥𝑖 < 0

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, 𝑦+ = {

𝑦𝑖 ,   𝑦𝑖 > 0
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ve  

𝑦− = {
−𝑦𝑖 ,   𝑦𝑖 < 0

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

3.3  𝜇+ = ‖𝑥+‖‖𝑦+‖ ve 𝜇− = ‖𝑥−‖‖𝑦−‖ 
3.4 

 𝑢 = {

𝑥+

‖𝑥+‖
, 𝜇+ > 𝜇−

𝑥−

‖𝑥−‖
, 𝜇− ≤ 𝜇+

, 𝑣 = {

𝑦+

‖𝑦+‖
, 𝜇+ > 𝜇−

𝑦−

‖𝑦−‖
, 𝜇− ≤ 𝜇+

 and 𝜎 = 𝑚𝑎𝑥(𝜇+, 𝜇−) 

3.5  �̃�⋅,𝑗 = √𝑠𝑗,𝑗 × 𝜎 × 𝑢 and �̃�𝑗,⋅ = √𝑠𝑗,𝑗 × 𝜎 × 𝑣′ 

With this algorithm, it has been demonstrated that the W̃ and H̃ 
matrices have non-negative values and decrease the value of the 
goal function without becoming stuck in local minima [6]. The 
classical NMF method used in this approach has been confirmed 
by several studies in which calculations are closer to conclusions 
in a shorter time and produce consistent results [7], [8], [9]. 

3.7. Computational Complexity 

Owing to the nature of NMF, most algorithms developed to 
determine the exact factors are NP-Hard. These algorithms, 
which can be solved in polynomial time, impose certain 
restrictions on 𝑟. In this case the running time complexity of NMF 

algorithms 𝑂((𝑚𝑛)𝑐𝑟2
) for a constant 𝑐, which is a grow 

exponentially for large values of 𝑟 [38]. Hence, selecting the most 
suitable text-weighting scheme is important to reduce the 
computational requirements of the approach. 

3.8. Topic Coherence  

Using the results obtained from topic analysis, the maximum 
weight for each topic was determined using 𝑀 = 5, . . . ,20 words. 
There are many methods in the literature that measure the 
coherence of topics obtained. In these methods, topic coherence 
is calculated based on a combination of words obtained. The most 
popular of these methods is called 𝑈𝑚𝑎𝑠𝑠, and the equation is 
shown in Equation (13) [44]. 

𝑈𝑚𝑎𝑠𝑠 = ∑ 𝒮(𝑤𝑖 , 𝑤𝑗)

0<𝑖<𝑗≤𝑀

= ∑ log
𝔇(𝑤𝑖 , 𝑤𝑗) + 1

𝔇(𝑤𝑖)
0<𝑖<𝑗≤𝑀

(13) 

Here, 𝔇(𝑤𝑖) represents the total number of documents passed by 

the word 𝑤𝑖 , and 𝔇(𝑤𝑖 , 𝑤𝑗) represents the total number of 

documents passed by the words 𝑤𝑖  and 𝑤𝑗  together. After 

calculating the 𝑈𝑚𝑎𝑠𝑠 value for all topics obtained, the average of 
all 𝑈𝑚𝑎𝑠𝑠 values are taken so that the overall evaluation of the 
subject analysis results can be made. This is expressed in 
Equation (14). 

𝐶𝑈𝑚𝑎𝑠𝑠
=

1

𝑟
∑ 𝑈𝑚𝑎𝑠𝑠𝑖

𝑟

𝑖=1

(14) 

where 𝐶𝑈𝑚𝑎𝑠𝑠
 denotes the overall coherence value of the object 

analysis results, 𝑟 denotes the number of objects, and 𝑈𝑚𝑎𝑠𝑠𝑖
 

denotes the 𝑈𝑚𝑎𝑠𝑠 value of 𝑖. the topic. 
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In the end, the obtaining of large 𝐶𝑈𝑚𝑎𝑠𝑠
values indicates that the 

analysis results have a high consistency. 

4. Experimental Results 

We conducted a series of experiments on the Wikipedia dataset 
to determine the most effective combination of the SMART 
components. Although each SMART component has a different 
impact on generating document-term matrices, they generated 
document-term matrices with the same number of non-zero 
elements in our experiments. The overall properties of the 
obtained document term matrices are listed in Table 3. 

Table 3. General Properties of Document-Term Matrix. 

Total Number of Documents 6458670 
Total Number of Selected Documents 20000 
Total Number of Unique Tokens 516119 
Total Number of Non-zero Entries in Each Document-
Term Matrix 

14579095 

Sparsity of Each Document Term Matrix %0.1412 

We used these properties to determine the upper limit of topic 
count. Using equation (10), the upper limit of the topic count was 
calculated as 27 for our experimental setup. 

Because the normalization components u and b require 
additional parameter estimations, we exclusively used the c-
component. In addition, our experimental configuration excludes 
the n component of term normalization to avoid generating 
document vectors that are not normalized. In total, we conducted 
15 experiments to assess the effectiveness of each combination 
of word frequency (𝑛, 𝑙, 𝑎, 𝑏, 𝐿) and document frequency (𝑛, 𝑡, 𝑝) 
components in Topic Analysis, using the Wikipedia dataset. 

After the creation of document term matrices for each SMART 
component, we calculated the 𝑊 and 𝐻 matrices using NMF on 
the GPU code implemented using the CuPy library. We 
implemented the NNDSVD algorithm to determine the initial 
values of 𝑊 and 𝐻 matrices. We ran all our models on an NVIDIA 
Quadro P4000 GPU with 8 GB of VRAM. The peak memory usage 
in each experiment was approximately 300 MB. 

The performance of each topic-analysis result was evaluated 
using 𝑈𝑚𝑎𝑠𝑠 coherence measure. We took the average of all topic 
coherence values to provide an overall comparison between the 
SMART components. The average 𝑈𝑚𝑎𝑠𝑠 values for each pair are 
presented in Table 4 and Figure 1. 

 

Table 4. Coherence Values of Each Combination. 

 n p t 
a -103.31 -132.53 -122.59 
b -100.37 -141.47 -116.60 
l -98.01 -137.18 -119.28 
n -101.77 -151.55 -136.15 
L -98.01 -137.18 -119.28 

The findings demonstrate that the “n” document frequency 
component consistently attained the highest coherence scores, 
irrespective of the TFC while the “p” document frequency 
component obtained the worst coherence values. Nevertheless, 
we were unable to determine the particular TFC that achieved the 
highest coherence scores across all document frequency 
components. The TFCs “l” and “L” exhibit the highest coherence 
scores when combined with the document frequency component 
“n”. The “a” TFC has the highest coherence score with the “p” 
document frequency component, whereas the “b” TFC has the 
highest coherence score with the “t” document frequency 
component. The TFCs “l” and “L” achieved the same values for all 
experimental setups. In summary, the best configuration of the 
SMART components for the Wikipedia dataset is the “lnc” 
configuration. 

Because topic analysis is not only a field of study for mathematics 
but also a field of textual data summarization, coherence scores 
are insufficient to present textual concepts. To overcome this 
insufficiency, many researchers have attempted to name these 
topics. The topic-naming process involves two stages: finding the 
most effective topic terms and generating a title for the found 
terms. The first stage is straightforward, but the second stage 
requires domain expertise and is generally subject to subjective 
assessment. In our experimental setup, we included a well-
known generative artificial intelligence (AI) system to remove 
subjective naming assessment [45]. Hence, we generated titles 
objectively. The prompts used to generate the topic titles are 
given in Table 5. 

Table 5. ChatGPT Title Generation Prompt. 

Propose a single topic header for the following words: 
<comma joined the most effective topic words> 

We generated a total number of 405 topic titles using ChatGPT 
with a given prompt. Some titles produced were the same. For 
example, our prompt generated “Japanese History and Culture” 
topic titles for 12 of the topics of different SMART components. 

Figure 1. Overall Performances of SMART Component Values. 
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The first 40 topics, sorted by coherence scores, are listed in Table 
6. According to the results, the majority of the selected Wikipedia 
titles are related to historical figures and cultural heritage. 

Although our approach for generating topic titles produced 
unbiased titles, some of the generated titles were insufficient 
because of the large range of topic terms generated. For example, 
one of the topic of SMART configuration “Ltc” produced 
“disambigu, album, unincorpor, surnam, township, indiana, iowa, 
mathemat, kentucki, uss, softwar, nebraska, missouri, wisconsin, 
cuisin, ohio, ix, counti, band, entertain” terms. The generated topic 
titles for these terms produce 15 different topic titles, as listed in 
Table 7. 

 

 

Table 7. Proposed Topic Titles for Example. 

Proposed Topic Titles 

1. Disambiguation and its importance in information retrieval 
2. The significance and impact of albums in the music industry 
3. Unincorporated areas and their role in local governance 
4. The history and significance of surnames in genealogy and identity 
5. Township governance and its role in local administration 
6. Exploring the states of Indiana, Iowa, Nebraska, Missouri, and Wisconsin 
7. The beauty and complexity of mathematics 
8. Kentucky's rich history and cultural heritage 
9. The role and impact of the United States Navy's USS (United States Ship) 
vessels 
10. The evolution and importance of software in modern society 
11. Exploring the diverse landscapes and attractions of Ohio 
12. Understanding the Roman numeral system and its applications 
13. County governance and its impact on local communities 
14. The power of music and the role of bands in entertainment 
15. Exploring the world of entertainment and its various forms 

Table 6. The First 40 Topic Titles and Their Statistical Properties.   

Topic Titles Frequency 
Avg. Coherence 

Score 

Japanese History and Culture 12 -22.23 

International Organizations 6 -33.25 

Key Terms and Concepts in American Football 6 -64.14 

Mathematical Concepts and Terminology 5 -82.30 

Various Professions 4 -77.49 

Exploring Computer Hardware and Software Components 4 -116.63 

Exploring Demographic Statistics and Trends: A Comprehensive Analysis 4 -117.45 

Topics in Abstract Algebra 4 -131.25 

Exploring Telecommunication Technologies and Services 4 -132.60 

Roman Empire and its Key Figures 4 -145.04 

Exploring Subatomic Particles and Fundamental Forces in Particle Physics 3 -78.21 

International Organizations and Agencies 3 -91.57 

Chemical Elements and Compounds 3 -95.82 

Topics in Linguistics 3 -104.11 

Mathematical Concepts and Structures 3 -114.38 

Exploring the Fundamentals of Particle Physics and Quantum Mechanics 3 -116.99 

Key Components and Processes in Cellular Biology 3 -119.15 

Countries and Territories 3 -129.36 

Medieval Empires and Kingdoms 3 -133.63 

Logical Reasoning and Mathematical Concepts 3 -144.98 

Roman History and Figures 3 -145.84 

Medieval Kingdoms and Empires 3 -147.85 

Exploring the Roman Empire: History, Calendar, and Cultural Influence 2 -43.63 

Exploring Key Terms and Concepts in American Football 2 -53.00 

Education and its Impact on Society 2 -56.18 

Exploring the Elements: Actinides, Transuranium Elements, and their Properties 2 -61.14 

Various Professions and Nationalities 2 -70.64 

Economic Indicators and Policies 2 -74.01 

Titles, Figures, and Institutions in Historical European Context 2 -78.07 

Economic Development and Policies in the European Union: A Comprehensive Analysis 2 -78.99 

Key Terms in American Football 2 -80.85 

Government and Politics 2 -82.07 

Geography and Climate Features 2 -87.18 

Exploring the World of Polyhedra and Geometric Shapes 2 -87.41 

Key Concepts in Economic Policy and Governance 2 -93.74 

Exploring the World of Computing: Software, Hardware, Interfaces, and More 2 -93.82 

Phonetics and Phonology: An Exploration of Speech Sounds and Language 2 -95.69 

Exploring the World of Music and Entertainment 2 -96.52 

Chemical Reactions and Compounds 2 -96.91 

Exploring the World of Music: Albums, Instruments, Studios, and More 2 -97.15 
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The main cause of this issue is the contextual diversity of the 
terms that describe the topic. Put simply, the topic encompasses 
a wide range of themes that are too diverse to be consolidated 
under a single title. We named this topic as The Null Topic (TNT) 
and used the coherence value of this topic as a threshold to 
discriminate high quality topics from low quality ones. 

According to the TNT Coherence score, the distribution of high-
quality topics by DFC (n, p, and t) and TFC (a, b, l, L, and n) of the 
SMART system is given in Table 8. 

Table 8. Distribution of High Quality Topics 

 n p t 
a 25 22 24 
b 25 20 24 
l 26 21 23 
L 26 21 23 
n 27 18 24 

As a result we could say the most of the high quality topic titles 
are generated from “n” DFC component. Moreover, all the topics 
generated by the “n” TFC component in combination with the “n” 
DFC component were high-quality topics. 

5. Conclusions 

We conducted a series of experiments to determine the best 
combination of SMART system components for NMF-based topic 
analysis tasks. Because the SMART system is still widely used in 
Topic Analysis tasks, researchers must select the most suitable 
SMART components to make inferences about textual data. In this 
work, we have found that the “lnc” and “nnc” SMART 
configurations work best in terms of Topic Coherence and Topic 
Quality, respectively. This provides a good starting point for any 
Topic Analysis task and decreases the time required. 

Another contribution of this study is the integration of a 
generative AI tool into a Topic Analysis task to overcome the 
subjectivity of topic title generation. We designed a prompt to 
generate a single topic title for topic terms. This approach 
provides another opportunity to measure topic quality.  

As a side product, we propose a new method to assess topic 
quality using an automatic coherence thresholding method. This 
method uses the coherence values of AI-generated titles with 
more than one alternative. Hence, our approach constructs a 
basis for the automated objective evaluation of Topic Analysis in 
terms of topic quality. However, this approach needs to be 
supported by further analysis. 
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