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ABSTRACT
Purpose- The estimation regarding to the exact daily price of the stock market index has always been a difficult task in the business sector. Therefore, there are numerous research studies carried out to predict the direction of stock price index movement.
Methodology- Classical Markov chain model (MC) is commonly used for this prediction and it gives valuable signals about the movements of the closing returns of the stock market index. In this paper, we propose Markov Chain Model with Fuzzy States (MCFS) to predict the closing returns of Borsa Istanbul (BIST 100) index using triangular fuzzy numbers. We apply this method to hold the information while system moves between the extreme values of the states.
Findings- With this study, we show that the use of MCFS for the selected period provides a higher forecasting accuracy to the investors compared to MC model.
Conclusion- Markov chains of the fuzzy states defines a stochastic system more precisely than the classical Markov chains and it gives more sensitive future prediction opportunities. It can be used for estimating returns of individual common stocks and also for the other investment instruments.
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1. INTRODUCTION

Decision Making has become the most important field for scientific, social and economic researchers. In a real world situations, decisions are made under the uncertain conditions and also in most applications we obtain the data by estimation or the experience which are imprecise and fuzzy. Therefore, decision-making problems can be described with fuzzy set theory more exactly than the classical crisp decision making theories.

Stock Index, which is related to the changes in the stock prices, plays a significant role in the business sector for the performance valuation. Many factors might have an effect on the stock market index such as the political events, general economic conditions, trader’s expectations etc. Stock index prediction has been very interesting research topic for many years. Due to it’s complex, dynamic and highly non-linear data over time, it is a very difficult task to predict the exact daily price of the stock market index. The direction of the stock market index correlates with the movement of the price index. Estimating the direction significantly influences the decision of the financial traders about buying or selling an instrument. Hence, the stock index prediction can provide investors to gain profit in the stock exchange.
This paper is organized as follows: we provide literature review and concept of the paper in Section 2. In Section 3, the data set, proposed methodology which is related to the fuzzy sets and the Markov chain process of the fuzzy sets are given. In Section 4, findings and discussions about the stock return estimation with both MCFS and MC models are presented. Our conclusions are given in Section 5.

2. LITERATURE REVIEW

Recently, various estimating models have been presented and applied for the stock market analysis. Hidden Markov Model (Rabiner & Juang, 1993; Rabiner, 1993), widely implemented estimating models to estimate stock market data. Box and Jenkins (1976), used the Time series analysis to estimate and control. White (1988,1989) used Neural Networks to estimate stock market of IBM daily stock returns. Henry (1993), used ARIMA model to predict the daily close and morning open price. But these conventional methods are not useful when non linearity exists in time series. Chiang, Urban and Baldridge, (1996), have estimated the end-of-year net asset value of mutual funds via ANN model. Kim and Han (2000), showed there are complex dimensionality and buried noise at the stock market data so that it makes it hard to reestimate the ANN parameters. Romahi and Shen (2000) showed that, ANN sometimes suffers from over fitting problem. They have evolved rule, which depends on expert system and generated a method to predict financial market behaviour. Later on, hybridization models have been used for estimating financial behaviour. All of these methods has required expert knowledge to deal with the aforementioned problems. Hassan and Nath (2005), used HMM for optimizing the system in a better way. Hassan, Nath and Kirley (2006), integrated HMM and fuzzy logic rules to evolve the prediction accuracy on non-stationary stock data sets. Following this, Hassan, Nath and Kirley (2007), presented a fusion model of HMM, ANN and GA to estimate stock market. Badge (2012) used technical indicators as an input variable instead of stock prices for analysis. Gubta and Dhingra (2012) considered the fractional change in stock value and the intra-day high and low values of the stock to train the continuous HMM.

In previous studies, several research work had been applied to different methods and algorithms for training the model to estimate the next day close value of the stock market, by considering randomly generated Transition Probability Matrix (TPM), Emission Probability Matrix (EPM) and prior probability matrix. Markov process is a stochastic model that has the Markov property. It can be used to model a random system, which changes its states according to the transition rule, which depends on the current state. Markov decision processes (MDPs) give mathematical framework for modeling the situations where outcomes are partly random and partly under the control of a decision maker. MDPs are commonly used for a wide range of optimization problems which are solved with dynamic programming and reinforcement learning. MDPs were known at least as early as the 1950s (Bellman, 1957). This method used in a wide range of disciplines, such as biology, medicine, social science, robotics, automated control, economics, and manufacturing. It has been studied well in the literature but this method relies on the states with sharp bounds which lead to counting the movements between extreme values of the states as the movements between average values of the states.


In order to deal with uncertain and complex nature of the stock market index movements we used MCFS to predict the movements of the closing returns of the BIST 100 index. For this aim, we have categorised closing returns for the BIST 100 index data sets as the 21 fuzzy states with the triangular fuzzy sets. Then we obtained Markov transition matrix of the fuzzy states. Finally, we have estimated next day closing return of the BIST 100 index by using Markov transition matrix of the fuzzy states and partition degrees of the present session state which is chosen randomly.
3. DATA AND METHODOLOGY

3.1. Sample

The sample data cover approximately 3325 closing returns of the BIST 100 index between the period of Jan.02, 2003 and Mar.10, 2016. The data were obtained from the electronic data delivery system of the Borsa Istanbul.

The closing returns \( R_t \) were calculated as a percentage change of the BIST 100 index closing values \( P_t; R_t = (P_t - P_{t-1})/P_{t-1} \), where \( t \) denotes the sessions \( (t = 2,3,\ldots,3325) \). The average return \( \mu_R \) is approximately 0.08% and the standard deviation is 1.8% for the given period. The standard deviation is approximately 22 times higher than the expected return. Therefore the BIST 100 index return involves significant risk for the investors.

3.2. Methodology

An overview of the fuzzy sets

Here, we give some necessary definitions about fuzzy set theory.

**Definition 1:** A fuzzy set \( \tilde{A} \) in \( IR \) is a set of ordered pairs:

\[ \tilde{A} = \{(x, \mu_{\tilde{A}}(x)) | x \in IR\} \]

where \( \mu_{\tilde{A}} : IR \rightarrow [0,1] \) and \( \mu_{\tilde{A}}(x) \) is called the membership function for the fuzzy set.

**Definition 2:** A fuzzy number is a fuzzy set on the real line that satisfies the conditions of normality and convexity.

**Definition 3:** A fuzzy number that represented with three points as follows: \( \tilde{A} = (a_1, a_2, a_3) \) and whose membership function is given by

\[ \mu_{\tilde{A}}(x) = \begin{cases} \frac{x - a_1}{a_2 - a_1}, & \text{if } a_1 \leq x \leq a_2 \\ \frac{a_3 - x}{a_3 - a_2}, & \text{if } a_2 \leq x \leq a_3 \\ 0, & \text{otherwise} \end{cases} \]

is called a triangular fuzzy number.

**Probabilities of Markov chains**

Let \( X_t \) be the state of the system at time \( t \). We assume that the transition probability matrix of a finite state Markov chain \( P \) is;

\[ P = [p_{ij}] \forall i, j = \{0,1,\ldots,N\}, \]

where \( p_{ij} \) denotes the transition probability from state \( i \) to state \( j \) (of one step) and \( p_{ij} \geq 0 \) and for \( \forall i, j: p_{ij} = P(X_{t+1} = j | X_t = i) = P(X_1 = j | X_0 = i), \]

with \( \sum_{j=0}^{N} p_{ij} = 1. \) And the transition probability from state \( i \) to state \( j \) in \( r \) steps \( p_{ij}^r \) is:

\[ p_{ij}^r = [p_{ij}^r] \geq 0, \quad \forall i, j \in \{0,1,\ldots,N\}, \]

\[ p_{ij}^r = P(X_{t+r} = j | X_t = i) = P(X_r = j | X_0 = i). \]

And

\[ p^r = (P)^r. \]
Markov chain process with fuzzy states

It is very useful to define the problem with fuzzy states if there is not sufficient information about the system and also when the states of the system are known, but the number of the states are too large to make a decision (Pardo & Fuente, 2010).

The most important difference between MC and MCFS depends on the values assumed for the variables. While in MCFS those values denote the fuzzy membership degrees, in MC they denote the probabilities. As a result, MCFS contains a possibilistic modeling of the problem, which is more flexible than the classical probabilistic approach with crisp states.

Probabilities of Markov chain with fuzzy states

Let \( X = \{x_1, x_2, ..., x_n\} \) be a given set. A fuzzy partition of \( X \) is a family of fuzzy subset of \( X \), denoted by \( A = \{\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_n\}, (\forall i = \{1,2,...,N\}, \ A_i \neq \emptyset \text{ and } \tilde{A}_i \neq X) \) with the corresponding membership functions \( \mu_{\tilde{A}_1}, \mu_{\tilde{A}_2}, ..., \mu_{\tilde{A}_n} \)

which satisfy the following condition;

\[
\sum_{i=1}^{N} \mu_{\tilde{A}_i}(x_r) = 1
\]  (3)

\( \forall \ x_r \in X, \text{ and } r = \{1, ..., n\} \).

The notion of fuzzy partition is used to define the fuzzy states for the Markovian decision process.

Let \( \{\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N\} \) be a set of fuzzy states, as each fuzzy subset \( \tilde{A}_i \), \( i \in \{1, ..., n\} \) denotes a fuzzy state in the initial Markov chain.

Definition 4: The probability of fuzzy initial state \( P(\tilde{A}_i) = P(X_0 = \tilde{A}_i) \) is defined by using the probability of fuzzy event:

\[
P(\tilde{A}_i) = P(X_0 = \tilde{A}_i) = \sum_{s=0}^{N} P(X_0 = s) \mu_{\tilde{A}_i}(s)
\]  (4)

Definition 5: (Pardo & Fuente, 2010), The conditional probability of the fuzzy state \( \tilde{A}_j \), given the initial state \( m \), with \( j \in \{1, ..., n\} \) and \( m \in \{0, ..., N\} \), is:

\[
P(\tilde{A}_j|m) = P(\tilde{X}_1 = \tilde{A}_j|X_0 = m) = \sum_{s=0}^{N} P(\tilde{X}_1 = \tilde{A}_j|X_0 = m) \mu_{\tilde{A}_i}(s)
\]  (5)

and represents the transition probability to fuzzy state (of one step).

Proposition 1: (Pardo & Fuente, 2010), The conditional probability of the fuzzy event \( \tilde{A}_j \), given the fuzzy event \( \tilde{A}_i \), \( i, j \in \{1, ..., n\} \) is a function of a linear combination of probabilities \( P(\tilde{A}_j|m) \), \( m \in \{0, ..., N\} \) as in equation:

\[
P(\tilde{A}_j|\tilde{A}_i) = \frac{P(\tilde{X}_1 = \tilde{A}_j|X_0 = \tilde{A}_i)}{P(\tilde{A}_i|m)} = \sum_{m=0}^{N} P(\tilde{A}_j|m) \frac{P(X_0 = m) \mu_{\tilde{A}_i}(m)}{P(\tilde{A}_i)}
\]  (6)

and represents the probability of transition from the fuzzy initial state to the fuzzy final state (of one step).

The transition probability matrix of fuzzy states can be calculated by the equation (6).

3.3. Methodology for Markov Chain Model

Closing returns of the BIST 100 index are transformed into 21 discrete categorical states from high loss \( S_{-10} \) to the positive high return \( S_{10} \) according to functions below. For this aim, we defined the integer numbers which is based on \( R_t \) as \( k - 1 < \frac{R_t}{0.24\%} < k \) where \(-2.28\% < R_t < 2.28\% \) and the k-th Markov states for \( k \in \{-9, ..., 9\} \) as follows:

\[
S_{10} = \begin{cases} 
1, & \text{if } R_t > 2.28\% \\
0, & \text{otherwise}
\end{cases}
\]

\[
S_k = \begin{cases} 
1, & \text{if } (2k - 1)0.12\% < R_t \leq (2k + 1)0.12\% \\
0, & \text{otherwise}
\end{cases}
\]

\[
S_{-10} = \begin{cases} 
1, & \text{if } R_t \leq -2.28\% \\
0, & \text{otherwise}
\end{cases}
\]
As it is shown in Table 1, we transformed 3325 closing returns of BIST 100 index to the defined 21 discrete states. Then, we calculated all transitions numbers of states from the present session to the next session for the period considered. We also used conditional probabilities of the Markov chain to obtain one step transition probability matrix which is shown in Table 2.

Table 1: Transformed States of the Closing Returns for Some Days

| Date     |  $R_t$ |  $S_{-10}$ |  $S_{-9}$ |  $S_{-8}$ |  $S_{-7}$ |  $S_{-6}$ |  $S_{-5}$ |  $S_{-4}$ |  $S_{-3}$ |  $S_{-2}$ |  $S_{-1}$ |  $S_0$ |  $S_1$ |  $S_2$ |  $S_3$ |  $S_4$ |  $S_5$ |  $S_6$ |  $S_7$ |  $S_8$ |  $S_9$ |  $S_{10}$ |
|----------|--------|------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|--------|------|------|------|------|------|------|------|------|------|------|------|
| Mar.10, 2016 | 0.36% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 1        | 0        | 0      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.09, 2016 | 1.36% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.08, 2016 | 0.26% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 1      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.07, 2016 | 0.38% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 1      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.06, 2016 | 0.47% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.03, 2016 | 0.05% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.02, 2016 | 1.10% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 1        | 0      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Mar.01, 2016 | 0.19% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Feb.29, 2016 | 1.18% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Feb.26, 2016 | -0.36%| 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 1      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Feb.25, 2016 | 1.53% | 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Feb.24, 2016 | -1.90%| 0          | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0        | 0      | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |

Lastly, we calculated the probability of next day closing return state $p(x_t)$ by multiplying present return state and the conditional transition matrix. We calculated the expected closing return $\bar{R}_t$ for next day by using:

$$\bar{R}_t = \sum_{i} x_i p(x_i)$$  \hspace{1cm} (7)

where $x_i$ denotes the middle points of the states for $i = -9, ..., 9$ and the boundaries of the states for $i = -10, 10$.

3.4. Methodology for Markov Chain with Fuzzy States

Closing returns of the BIST 100 index are transformed into 21 fuzzy states from the high loss $S_{-10}$ to high return $S_{10}$ which is shown in Figure 1. We used triangular fuzzy numbers to obtain the membership degree of $R_t$ to the fuzzy states.
obtained the probabilistic transition matrix of the fuzzy states by using equations (7) and (8). Within this framework, MCFS which depend on the fuzzy set theory provides more realistic description to the problems.

Let $\lfloor x \rfloor$ be the greatest integer function and $R_t$ is the closing return of BIST 100 index. We define fuzzy state components of the returns $\bar{S}_t$ and $\bar{S}_{t+1}$ as following:

If $-2.25\% < R_t < 2.25\%$ then $i = \lfloor \frac{R_t}{0.225} \rfloor$ and

$$
\bar{S}_t = \frac{(i+1)(0.225-R_t)}{0.225}, \bar{S}_{t+1} = 1 - \bar{S}_t. \tag{8}
$$

If $R_t \leq -2.25\%$ or $R_t \geq 2.25\%$ then $\bar{S}_{t-10} = 1$ or $\bar{S}_{t+10} = 1$ respectively.

Therefore $R_t$ numbers are transformed to the triangular fuzzy numbers for the time considered.

**Table 3: Transformed Fuzzy States of the Closing Returns for Some Days**

| Date       | $R_t$  | $\bar{S}_{-10}$ | $\bar{S}_{-9}$ | $\bar{S}_{-8}$ | $\bar{S}_{-7}$ | $\bar{S}_{-6}$ | $\bar{S}_{-5}$ | $\bar{S}_{-4}$ | $\bar{S}_{-3}$ | $\bar{S}_{-2}$ | $\bar{S}_{-1}$ | $\bar{S}_0$ | $\bar{S}_1$ | $\bar{S}_2$ | $\bar{S}_3$ | $\bar{S}_4$ | $\bar{S}_5$ | $\bar{S}_6$ | $\bar{S}_7$ | $\bar{S}_8$ | $\bar{S}_9$ | $\bar{S}_{10}$ |
|------------|--------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| Mar.10, 2016 | 0.36%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.09, 2016 | 1.36%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.08, 2016 | 0.26%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.07, 2016 | 0.38%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.06, 2016 | 0.47%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.03, 2016 | 0.05%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.02, 2016 | 1.10%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Mar.01, 2016 | 0.19%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Feb.29, 2016 | 1.18%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Feb.26, 2016 | -0.36% | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Feb.25, 2016 | 1.53%  | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |
| Feb.24, 2016 | -1.90% | 0.00            | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00           | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       | 0.00       |

Within this framework, MCFS which depend on the fuzzy set theory provides more realistic description to the problems than the MC. Then we calculated the fuzzy transition probability by using the conditional probability of the fuzzy state $\bar{S}_t$, given the fuzzy state $\bar{S}_i$. With this way, we replaced fuzzy transition probability with crisp transition probability. Then we obtained the probabilistic transition matrix of the fuzzy states by using equations (7) and (8).
If the returns of a day are substantially decreased (2.25% or greater), the next day's return also substantially increased or decreased will be calculated through a conditional transition probability matrix. The conditional transition probability matrices are formulated and calculated in Excel by using equation (9).

\[
\hat{R}_t = \sum_i x_i \hat{p}(x_i). \quad (9)
\]

In Table 4, the closing returns are considered as a stochastic process with 21 fuzzy states \( \{\hat{S}_{10}, \ldots, \hat{S}_{11}\} \) with Markov chain structure. The conditional transition degree of passing from state \( \hat{S}_{3} \) to \( \hat{S}_{2} \) is \( \hat{p}(S_2|S_3) = 9\% \).

Lastly, we calculated next day closing returns partition degrees to the states \( \hat{p}(x_i) \), by multiplying present return partitions and the conditional transition matrix of the fuzzy states. And we calculated the expected closing return \( \hat{R}_t \) for next day by using equation (9).

In Table 5, we have shown the probability of closing return \( p(x_i) \) on Feb.12, 2016 with MC model and we computed the expected return \( \hat{R}_t \).
Table 6: Estimated closing return ̂\(R_t\) with MCFS model for Feb.12, 2016

<table>
<thead>
<tr>
<th>Dates</th>
<th>̂(R_t) with MC Model</th>
<th>̂(R_t) with MCFS Model</th>
<th>Actual ((R_t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feb.12, 2016</td>
<td>-0.12%</td>
<td>-0.04%</td>
<td>-0.01%</td>
</tr>
<tr>
<td>Jan.15, 2016</td>
<td>-0.08%</td>
<td>-0.06%</td>
<td>-0.52%</td>
</tr>
<tr>
<td>Nov.11, 2015</td>
<td>-0.10%</td>
<td>0.15%</td>
<td>0.67%</td>
</tr>
<tr>
<td>Nov.15, 2016</td>
<td>-0.08%</td>
<td>0.05%</td>
<td>0.98%</td>
</tr>
</tbody>
</table>

In Table 7, we have shown some estimation results for some days which are chosen randomly. And we used the mean absolute error MAE to measure how our prediction is close to the eventual outcomes.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |e_i|
\]

where \(e_i\) denotes the error. From Table 1, one can see that MCFS model is better than MC model for forecasting the stock market index.

Validation test for the Markov model with fuzzy states

To validate MCFS, a comparison is carried out between the expected and actual values of the BIST 100 returns. The test of \(\chi^2_{(0.05)}\) was applied between expected and actual values to evaluate the 95% significance of the results. Test values have been calculated by

\[
\chi^2_{(0.05)} = \sum_{i=1}^{21} \frac{(AV_i-EV_i)^2}{EV_i}
\]

where \(EV_i\) and \(AV_i\) are the values estimated by the model and the actual values, respectively. For each sample, the value of the chi-square \(\chi^2\) statistic is calculated based on the null hypothesis \(H_0\). In this study, the degree of freedom is 20 (21 categories-1). The critical value (CV) in the test with 95% significance is 31.41.

Table 8: Partition degrees of estimated closing returns ̂\(R_t\) and the actual return \(R_t\) for Feb.12, 2016 and Nov.11, 2015

<table>
<thead>
<tr>
<th>Date</th>
<th>Feb.12, 2016</th>
<th>Nov.11, 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tilde{R}_t)</td>
<td>̂(R_t)</td>
<td>̂(R_t)</td>
</tr>
<tr>
<td>Actual</td>
<td>0.01%</td>
<td>-0.12%</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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The values of the $\chi^2_{(0.05)}$ test are 11.8 on Feb.12, 2016 and 20.3 on Nov.11,2015 which are lower than 31.41 and also $\chi^2_{(0.05)}$ test values are lower than 31.41 for each sample. The results show that the MCFS model with the triangular fuzzy numbers is plausible.

5. CONCLUSION

We have predicted behaviour of the BIST 100 stock return index for next day using four days. Using the MC and MCFS models, forecasts of the daily stock returns are compared. The results give sensitive and significant information to the investors about investment opportunities of the BIST 100 index for the daily buying and selling strategies when the present return is known.

In risky days, when a daily return substantially increased or decreased, the next day’s return also substantially increased or decreased for both models. The transition probabilities of daily returns in non-risky days would be significantly lower than those in risky days for both models.

The MCFS model can be used to forecast the returns for smaller time (less than one day) intervals which may give more investment opportunities. Investors can earn higher than the average return in risky days in a short run. Besides the MCFS model can be useful for estimating returns of individual common stocks and also for the other investment instruments. Finally, MCFS provided a higher forecasting accuracy to the investors compared to the MC model.
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