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Abstract
In this paper, an improved two-stage and three-stage optional randomized response (ORR) models for quantitative
variables that make the use of additive scrambling was proposed. These two-stage and three-stage models
achieve efficient estimation of the mean and sensitivity level simultaneously in the single sample by using
two questions. It is found that the proposed models perform better than the existing ORR models in terms of
estimating sensitive attribute and sensitivity level simultaneously. It is found that the proposed three stage ORR
model provides better estimates than the two-stage and one-stage ORR models and offers more privacy to the
respondents with suitable choice of design parameters. The properties of the proposed models are demonstrated
with the help of a numerical study.
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1. Introduction
In the realm of research, assessing the sensitive characteristics poses a unique challenge. Questions about illegal activities,

stigmatized behaviours, or private beliefs often fall prey to biased responses, fuelled by factors like social desirability or fear of
judgment. This is where the randomized response technique (RRT) emerges as a beacon of hope, offering a robust method to
collect accurate data while preserving the privacy of the respondent. First proposed by Warner [1], RRT is a statistical method
designed to introduce controlled randomness into the response of sensitive questions. Different modifications of Warner’s
[1] original method have been developed and empirically applied to different situations concerning the sensitive data. While
RRT has revolutionized data collection in sensitive surveys, limitations arise when quantitative information is required. To
handle quantitative data, Warner [2] proposed randomised response (RR) model under additive scrambling in which a random
number is added to the response and the response so obtained is known as scrambled response. Pollock and Bek [3] investigated
and compared additive and multiplicative RR models including Greenberg et al. [4] model. Multiplicative RR model was
discussed in detail by Eichhorn and Hayre [5] which was earlier briefly discussed by Pollock and Bek [3]. This contributed to
understanding the statistical implications of applying RRT to quantitative data.

Gupta et al. [6] introduced an optional randomized response technique (ORRT) where the respondents decide themselves
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whether they want to tell the truth (or scramble their true response) depending upon whether the question being asked is
perceived by them as nonsensitive (or sensitive). The proportion of respondents who consider the question sensitive is called
the sensitivity level (usually denoted by ω) of the question. The Gupta et al. [6] model used multiplicative scrambling
as proposed by Eichhorn and Hayre [5] to estimate the mean of a sensitive variable. Gupta et al. [7] introduced additive
scrambling in optional randomised response (ORR) model. Gupta et al. [8] and Mehta et al. [9] further improved the one stage
additive scrambling ORR models by extending it to the two stage and three stage models respectively. Huang [10] used linear
combination of scrambling variables to scramble the response under ORR model. Gupta et al. [11] observed that the ORR
model under additive scrambling performs better than the ORR model under linear combination scrambling. In an ORR model,
there are two parameters of interest: the sensitivity level of the question and prevalence of the sensitive characteristic in the
population. In the above discussed ORR models, split sample approach is used to estimate the mean of sensitive variable and
sensitivity level of the research question. However, the split sample approach requires a larger total sample size for estimation.

Gupta et al. [12] estimated the finite population mean and sensitivity level using ORR model in the presence of nonsensitive
auxiliary information from a single sample. Tiwari and Mehta [13] proposed an improved methodology for ORR models in
which the sensitivity level (ω) was considered to be known and the RRT was applied only for those respondents who considered
the particular question a sensitive one. Tiwari and Mehta [14] also proposed an improved ORRT for quantitative variable.

In ORRT, the approach to estimate the unknown sensitivity level of the main research question by means of using RRT is
called two-questions approach [15]. In this approach, all respondents are asked two separate questions. The question about
sensitivity level of the sensitive question is asked first via randomization device. In this randomization process, the question
is “Is the main research question sensitive?” This question can be denoted by Question no. 1. It can be asked along with an
unrelated innocuous question. The underlying sensitivity level and its variance can be estimated from the sample by using any
binary RRT. The main research question is denoted by Question no. 2, where respondent answer the question using second
randomisation device. The two-questions approach eliminates the need of a split sample to estimate the mean and sensitivity
level separately. The two-questions approach also increases the precision of the estimate of sensitivity level.

Sihm et al. [16] used two-questions approach to estimate the sensitivity level when using unrelated ORRT. Chhabra et al.
[17] extended this method to the multi stage unrelated ORRT. In a similar way, Kalucha et al. [18] used two-questions approach
to estimate sensitivity level and estimated the mean of the sensitive variable by using one stage additive scrambling ORRT
propounded by Gupta et al. [7].

Narjis and Shabir [15] proposed three unrelated ORR models under two-questions approach to simultaneously estimate
the proportion of sensitive attribute and sensitivity level. In addition, Narjis and Shabir [19] also proposed a multi-question
approach to estimate the proportion of sensitive attribute and sensitivity level when an unrelated innocuous attribute is unknown.
Recently, Gupta et al. [20] addressed lack of trust in RRTs by proposing an optional enhanced trust (OET) model for quantitative
RRT. In OET model, respondents can choose between revealing their true answer or using a scrambling technique either
proposed by Warner [2] or Diana and Perry [21] based on their trust in the respective RR model. The OET model introduces
three unknowns: mean of sensitive variable, sensitivity level (ω), and trust level (A).

Azeem et al. [22] simplify the OET model by assuming sensitivity level and trust level to be known. However, it is
imperative to acknowledge the inherent limitation of this assumption as the sensitivity level and trust level are rarely, if ever,
truly known. For a comprehensive summary of RRT, one may refer to Fox and Tracy [23], Chaudhury et al. [24], and Le et al.
[25].

There are several models to scramble the quantitative response in RRT such as additive scrambling, multiplicative scrambling,
linear combination of scrambling variables etc. However, in this paper we restrict ourselves to additive scrambling in ORRT. In
ORR models under additive scrambling in two-stage [8] and three-stage [9], variance of the estimate of sensitivity level inflates
as the second stage and third stage probability increases. In addition, these two models used split-sample approach to estimate
the prevalence of sensitive characteristics and the sensitivity level. This negatively impacts the estimation of sensitivity level
and requires a larger total sample size.

To overcome these limitations in two-stage and three-stage ORR models, in this paper, we propose two improved two-
stage and three-stage ORR models under additive scrambling. The proposed models estimate the prevalence of the sensitive
characteristic and the sensitivity level of the main research question from two different sets of responses from the same sample.
The proposed models are compared with the existing ORR models using additive scrambling. In Section 2, the ORR models
using split sample approach discussed by Gupta et al. [8] and Mehta et al. [9] and ORR model using two-questions approach
given by Kalucha et al. [18] are discussed in brief. Section 3 deals with the proposed improved two-stage and three stage ORR
models using additive scrambling. In Section 4, the efficiency of the proposed ORR models is compared with the existing ORR
models using a numerical study. Privacy protection of the proposed ORR models is discussed in Section 5, followed by the
conclusion of the study in Section 6.
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2. Brief Description of Quantitative ORRT

Let µ and σ2 be the unknown mean and variance of the sensitive variable X and S is a scrambling variable (independent of
X) with known mean θ and known variance σ2

s . Let ω be the unknown sensitivity level of the survey question in the population.
Under these assumptions, a brief discussion of Gupta et al. [8], Mehta et al. [9] and Kalucha et al. [18] models are as follows:

2.1 The split sample spproach - Gupta et al. and Mehta et al. models
In Gupta et al. [8] two stage ORR model, a known proportion (T ) of the respondents provide truthful response to the

sensitive question. From the remaining known proportion of respondents (1− T ), an unknown proportion (ω) provides
scrambled responses and the rest unknown proportion (1−ω) provide truthful responses to the question. To estimate the
mean of sensitive variable (X) and sensitivity level (ω), the sample size n is split into two sub-samples with sizes n1 and n2,
respectively. Under this model, reported responses (Zi; i = 1,2) in the two sub-samples are given by,

Zi =

{
X with probability T +(1−T )(1−ω),

(X +Si) with probability (1−T )ω,
i = 1,2

Here, Si, i = 1, 2, are independent scrambling variables, independent of X . The unbiased estimators of the mean of sensitive
variable and sensitivity level respectively from the sub-samples are given by,

µ̂G =
θ1z̄2−θ2z̄1

θ1−θ2
and ω̂G =

z̄1− z̄2

(1−T )(θ1−θ2)
, θ1 6= θ2.

Here, z̄1 and z̄2 respectively are the sample mean of reported responses in the two sub-samples. The variances of these estimators
are given by,

Var
(
µ̂G
)
=

1

(θ1−θ2)
2

(
θ

2
2

σ2
Z1

n1
+θ

2
1

σ2
Z2

n2

)
and Var

(
ω̂G
)
=

1

(1−T )2 (θ1−θ2)
2

(
σ2

Z1

n1
+

σ2
Z2

n2

)
,

where σ2
Zi
= σ2 +(1−T )ωσ2

Si
+(1−T )ω {1− (1−T )ω}θ 2

i ; i = 1, 2.

Mehta et al. [9] extended the two-stage ORR model of Gupta et al. [8] to three stages. In three-stage ORRT, in each sub
sample a fixed predetermined proportion (T ) of respondents is instructed to tell the truth and a fixed predetermined proportion
(F) of respondents is instructed to scramble their response. The remaining proportion (1−T −F) of respondents have an
option of scrambling their responses additively if they consider the question to be sensitive, or else they can report their true
response X . For F = 0, the model is same as the Gupta et al. [8] model. For both T and F equal to zero, the model is same as
the Gupta et al. [7] model. The reported response in the sub-samples is given by,

Zi =

{
X with probability T +(1−T −F)(1−ω),

(X +Si) with probability F +(1−T −F)ω,
i = 1,2.

The unbiased estimators of the mean of sensitive variable and sensitivity level from the sub-samples are given by,

µ̂M =
θ1z̄2−θ2z̄1

θ1−θ2
and ω̂M =

1
(1−T −F)

(
z̄1− z̄2

(θ1−θ2)
−F

)
, θ1 6= θ2, T +F 6= 1.

Here, z̄1 and z̄2, respectively are the sample mean of reported responses in the two sub-samples. The variances of these
estimators are given by,

Var
(
µ̂M
)
=

1

(θ1−θ2)
2
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σ2
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+θ
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)

and

Var
(
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=
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+

σ2
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.

Here for i = 1, 2, σ2
Zi
= σ2 +{F +(1−T −F)ω}σ2

Si
+{F +(1−T −F)ω} [1−{F +(1−T −F)ω}]θ 2

i .
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2.2 The two-questions approach- Kalucha et al. model
In this model, from sample of size n, a proportion (1−ω) of respondents truthfully answer the sensitive question (main

research question) directly while the remaining proportion (ω) scramble their responses additively. Here, the underlying
sensitivity level ω and its variance are estimated by using the Greenberg et al. [26] model. Hence, the reported quantitative
response is given by,

Z =

{
X with probability (1−ω),

(X +S) with probability ω,

Here, S is scrambling variable independent of X . The unbiased estimators of the mean of sensitive variable and sensitivity
level respectively from the sample are given by,

µ̂K = z̄− ω̂Kθ and ω̂K =
P̂y− (1−P)π

P
.

Here, z̄ is the sample mean of reported quantitative responses in the sample obtained by asking main research question, P̂y is
the proportion of ‘yes’ responses in the sample from first question (viz., Is the main research question sensitive?), P and π

respectively are design parameters of Greenberg et al. [26] model to estimate sensitivity level ω . The variances of estimators
proposed by Kalucha et al. [18] are given by,

Var
(
µ̂K
)
=

σ2
Z

n
+θ

2 Py (1−Py)

nP2 and Var
(
ω̂K
)
=

Py (1−Py)

nP2 ,

where σ2
Z = σ2 +ωσ2

S +ω(1−ω)θ 2 and Py = Pω +(1−P)π .

3. The Proposed Two-Stage and Three-Stage Improved ORR Models

In the proposed two-stage and three-stage models, all respondents are asked two separate questions. The question to
estimate the sensitivity level is asked first via randomization device 1. In this randomization process, the question is “Is the
main research question sensitive?” It is asked along with an unrelated innocuous question. The underlying sensitivity level ω

and its variance are estimated by using the Greenberg et al. [26] model. Let π be the known probability of the binary innocuous
unrelated question and P be the known probability of the respondent selecting Question no. 1. The probability of getting “yes”
response to the Question no. 1 is Py = Pω +(1−P)π. Solving for ω , we get,

ω =
Py− (1−P)π

P
.

Thus, the unbiased estimate of ω , as per the Greenberg et al. [26] model is given by,

ω̂ =
P̂y− (1−P)π

P
, (3.1)

where P̂y is the proportion of ‘yes’ responses in the sample. The variance of the estimator is given by,

Var (ω̂) =
Py(1−Py)

nP2 .

3.1 Two stage improved ORR model
In the same sample, to answer Question no. 2 (main research question), a known proportion (T ) of the respondents

provide truthful response. From the remaining known proportion of respondents (1−T ), an unknown proportion (ω) provides
scrambled responses and the rest unknown proportion (1−ω) provide truthful responses to the main research question.
Therefore, the reported quantitative response Z to the main research question according to two-stage ORR model is given by,

Z =

{
X with probability T +(1−T )(1−ω),

(X +S) with probability (1−T )ω,
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The mean and variance of Z respectively are given by,

E (Z) = {T +(1−T ) (1−ω)}E (X)+{(1−T ) ω}E(X +S)

E (Z) = E (X)+{(1−T ) ω}E (S)

E (Z) = µ +ω (1−T )θ (3.2)

and

Var (Z) = σ
2
Z = E

(
Z2)−{E (Z)}2

= {T +(1−T ) (1−ω)}E
(
X2)+{(1−T )ω}E(X +S)2−{E (Z)}2

Var (Z) = σ
2 +(1−T )ωσ

2
S +(1−T )ω {1− (1−T )ω}θ

2.

From equation (3.2), the unbiased estimator of µ under this model (denoted by µ̂1) is given by,

µ̂1 = z̄− (1−T )θω̂,

here z̄ is sample mean of reported responses and ω̂ is an unbiased estimator of ω given in equation (3.1). The variance of the
estimator µ̂1 is given by,

Var
(
µ̂1
)
=Var (z̄)+(1−T )2

θ
2Var(ω̂)

Var
(
µ̂1
)
=

σ2
Z

n
+θ

2(1−T )2 Py (1−Py)

nP2

3.2 Three stage improved ORR model
In three stage model, to answer Question no. 2 (main research question) in the same sample, a fixed predetermined

proportion (T ) of respondents is instructed to tell the truth and a fixed predetermined proportion (F) of respondents is instructed
to scramble their response. The remaining proportion (1−T −F) of respondents have an option of scrambling their responses
additively if they consider the question to be sensitive, else they can report their true response X . Thus, the reported quantitative
response Z to the main research question according to three-stage ORR model is given by,

Z =

{
X with probability T +(1−T −F)(1−ω),

(X +S) with probability F +(1−T −F)ω,

The mean and variance of Z are given by,

E (Z) = {T +(1−T −F)(1−ω)}E (X)+{F +(1−T −F)ω}E(X +S)

E (Z) = E (X)+{F +(1−T −F)ω}E (S)

E (Z) = µ +{F +(1−T −F)ω}θ (3.3)

and

Var (Z) = σ
2
Z = {T +(1−T −F)(1−ω)}E

(
X2)+{F +(1−T −F)ω}E(X +S)2−{E (Z)}2

σ
2
Z = σ

2 +{F +(1−T −F)ω}σ
2
s +{F +(1−T −F)ω} [1−{F +(1−T −F)ω}]θ 2.

From equation (3.3), the unbiased estimator of µ under this model (denoted by µ̂2 ) is given by,

µ̂2 = z̄− (1−T −F)θω̂−Fθ ,

here z̄ is sample mean of reported responses and ω̂ is an unbiased estimator of ω given in equation (3.1). The variance of the
estimator µ̂2 is given by,

Var
(
µ̂2
)
=Var (z̄)+(1−T −F)2

θ
2Var(ω̂)

Var
(
µ̂2
)
=

σ2
Z

n
+θ

2(1−T −F)2 Py (1−Py)

nP2
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Table 1. PRE of proposed estimators of mean (µ) w.r.t Gupta et al. [8][G], Mehta et al. [9][M] and Kalucha et al. [18][K]
estimators. (n = 1000, n1 = n2 = 500, X ∼ Poisson (4) , S1 ∼ Poisson (2) , S2 ∼ Poisson (5) , P = 0.70, π = 0.25).

ω T F PRE (µ̂1, µ̂G) PRE (µ̂1, µ̂K) PRE (µ̂2, µ̂G) PRE (µ̂2, µ̂M) PRE (µ̂2, µ̂K)
0.70 0.55 0.30 682.58 139.78 692.00 735.31 141.71
0.70 0.45 0.40 668.72 130.40 698.43 738.94 136.19
0.70 0.35 0.50 650.07 122.18 706.43 737.56 132.77
0.70 0.25 0.60 627.47 114.91 716.20 731.47 131.16
0.70 0.15 0.70 601.61 108.45 728.04 720.62 131.25
0.70 0.05 0.80 573.01 102.67 742.43 704.57 133.03
0.80 0.55 0.30 690.78 134.98 710.57 736.52 138.84
0.80 0.45 0.40 676.82 126.31 716.55 739.36 133.73
0.80 0.35 0.50 657.52 118.93 722.25 737.25 130.64
0.80 0.25 0.60 633.67 112.57 727.91 730.45 129.31
0.80 0.15 0.70 605.82 107.04 733.73 718.85 129.64
0.80 0.05 0.80 574.41 102.20 739.95 701.96 131.65
0.90 0.55 0.30 699.41 128.44 726.29 737.83 133.38
0.90 0.45 0.40 685.60 120.82 730.55 739.87 128.75
0.90 0.35 0.50 665.87 114.57 732.41 737.04 126.02
0.90 0.25 0.60 640.83 109.40 732.08 729.53 124.98
0.90 0.15 0.70 610.88 105.11 729.60 717.17 125.54
0.90 0.05 0.80 576.21 101.55 724.85 699.42 127.74

4. Efficiency Comparison
The efficiency of the proposed estimators with respect to the estimators suggested by Gupta et al. [8] [G], Mehta et al. [9]

[M] and Kalucha et al. [18] [K] is numerically established using the following formula of percent relative efficiency:

PRE (τ̂i, τ̂ j) =
Var (τ̂ j)

Var (τ̂i)
×100; τ = µ̂, ω̂; i = 1,2; j = G,M,K

The PRE of the proposed estimators has been computed at various values of model parameters. The results of the numerical
study are illustrated in the Table 1 and Table 2. For the numerical analysis, we used distribution of sensitive variable and
scrambling variable similar to what is used in Mehta et al. [9]. The distribution of S1 is used for single sample in proposed
ORR models. Table 1 illustrates the PRE of proposed estimator µ̂i, (i = 1,2) of mean (µ) w.r.t the estimators suggested by
Gupta et al. [8], Mehta et al. [9] and Kalucha et al. [18].

It is observed from Table 1 that all the PREs corresponding to the proposed estimators for the mean of sensitive variable,
under two-stage and three-stage ORR models are greater than 100. The results indicate that the proposed two-stage and three
stage ORR models under two-questions approach are more efficient than ORR models of Gupta et al. [8] and Mehta et al. [9]
under split sample approach. Moreover, the proposed two-stage and three-stage ORR models under two questions approach
performs better than the one stage ORR model under two-questions approach as suggested by Kalucha et al. [18] for all values
of the model parameters. Moreover, it is seen from Table 1 that the proposed three-stage ORR model performs much better than
the two-stage and one-stage ORR models under two-questions approach for estimating the mean of sensitive variable. The main
focus of the present study is to check whether the estimation of sensitivity level improved under proposed models or not. In this
regard, the results concerning the PREs of estimators under proposed models for sensitivity level are demonstrated in Table 2.

It is observed from Table 2 that while comparing with the Gupta et al. [8] and Mehta et al. [9] models, the PRE for the
estimators of sensitivity level for the proposed two-stage and three-stage ORR models are significantly higher than 100. A
large gain in PRE is observed for proposed ORR models under two-questions approach in comparison to the two-stage and
three-stage ORR models under split-sample approach due to the reason that the variance of estimate of sensitivity level inflates
as the second stage and third stage probability increases in split samples. However, the two-questions approach used in Kalucha
et al. [18] ORR model and in proposed two-stage and three-stage ORR models yields same precision to estimate the sensitivity
level but the proposed two-stage and three-stage ORR models also improved the precision of estimate of the mean of sensitive
variable under various practical situations (see, Table 1). Hence, the proposed two-stage and three-stage ORR models under
two questions approach outperforms the Gupta et al. [8] and Mehta et al. [9] ORR models under split sample approach and
Kalucha et al. [18] ORR model under two-questions approach.
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Table 2. PRE of proposed estimators of sensitivity level (ω) w.r.t Gupta et al. [8][G], Mehta et al. [9][M] and Kalucha et al.
[18][K] estimators. (n = 1000, n1 = n2 = 500, X ∼ Poisson (4) , S1 ∼ Poisson (2) , S2 ∼ Poisson (5) , P = 0.70, π = 0.25).

ω T F PRE (ω̂, ω̂G) PRE (ω̂, ω̂M) PRE (ω̂, ω̂K)
0.70 0.55 0.30 3601.77 32415.93 100.00
0.70 0.45 0.40 2572.06 34579.95 100.00
0.70 0.35 0.50 1926.98 36184.35 100.00
0.70 0.25 0.60 1489.17 37229.15 100.00
0.70 0.15 0.70 1174.49 37714.33 100.00
0.80 0.55 0.30 3990.81 35917.27 100.00
0.80 0.45 0.40 2830.57 38055.40 100.00
0.80 0.35 0.50 2099.21 39418.46 100.00
0.80 0.25 0.60 1600.26 40006.45 100.00
0.80 0.15 0.70 1240.05 39819.36 100.00
0.90 0.55 0.30 4608.24 41474.14 100.00
0.90 0.45 0.40 3239.07 43547.47 100.00
0.90 0.35 0.50 2371.29 44527.59 100.00
0.90 0.25 0.60 1776.58 44414.50 100.00
0.90 0.15 0.70 1345.58 43208.20 100.00

5. Privacy Protection
The aspect of privacy protection of respondents is an integral part of the RRT. We examine this aspect for the proposed ORR

models. Lanke [27], Yan et al. [28] and Giordano and Perri [29] have discussed this issue in detail. Lanke [27] and Giordano
and Perri [29] devised a privacy measure to assess the privacy protection of binary RRTs while Yan et al. [28] derived a privacy
measure for the quantitative RRTs. Yan et al. [28] defined the measure of privacy protection as ∇ = E (Z−X)2 where X is the
true response of the sensitive variable and Z is the reported response. For a given model, the larger the value of ∇, the larger the
privacy provided by the model.

The privacy measure for one-stage additive scrambling ORR model is given by ∇1 =
(
θ 2 +σ2

S

)
ω and for two-stage additive

scrambling ORR model it is given by ∇2 =
(
θ 2 +σ2

S

)
ω (1−T ). Thus, comparing ∇1 and ∇2, it is observed that for same

precision Gupta et al. [7] model (which is used by Kalucha et al. [18] under two questions approach) is more protective than
Gupta et al. [8] model (proposed two-stage improved ORR model). This shows that the proposed two stage ORR model with
two-questions approach may be made more protective as compared to Kalucha et al. [18] model with two questions approach,
but at the cost of precision. In fact, it is a trade-off between the efficiency and privacy protection. That is, we can have highly
efficient estimator by compromising on privacy. Similarly, we can build a more protective model by compromising on the
efficiency.

Hussain and Al-Zehrani [30] discussed that Gupta et al. [7] one-stage model is more protective compared to Gupta et al. [8]
two-stage model and they argued that Gupta et al. [7] model remain more protective among all other existing ORR models
under additive scrambling. This argument is not true in case of Mehta et al. [9] three-stage ORR model. In case of three-stage
ORR model due to Mehta et al. [9], the reported response is given by,

Z =

{
X with probability T +(1−T −F)(1−ω),

(X +S) with probability F +(1−T −F)ω,

then

Z−X =

{
0 with probability T +(1−T −F)(1−ω),

S with probability F +(1−T −F)ω,

Therefore, the privacy measure in case of the Mehta et al. [9] model is given by,

∇3 = E (Z−X)2 = {F +(1−T −F)ω}E(S2) = {F +(1−T −F)ω}
(
θ

2 +σ
2
S
)

The privacy comparison of the proposed three-stage ORR model with one-stage and two-stage ORR models can be summarised
in the following theorems.

Theorem 5.1. Three stage ORRT with two questions approach offers more privacy than one stage ORRT with two-questions
approach if, F (1−ω)> T ω .
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Proof. Considering the difference of the privacy measures of the models, we observe

∇3−∇1 =
(
θ

2 +σ
2
S
)
{F +(1−T −F)ω}−

(
θ

2 +σ
2
S
)

ω

=
(
θ

2 +σ
2
S
)
(F−Fω−T ω)

=
(
θ

2 +σ
2
S
)
{F(1−ω)−T ω}

For ∇3−∇1 > 0, we get F (1−ω)> T ω . Hence the theorem.

Theorem 5.2. Three stage ORRT with two-questions approach always offers more privacy than two stage ORRT with two-
questions approach.

Proof. Considering the difference of the privacy measures of the models, we observe

∇3−∇2 =
(
θ

2 +σ
2
S
)
{F +(1−T −F)ω}−

(
θ

2 +σ
2
S
)

ω(1−T )

=
(
θ

2 +σ
2
S
)
(F−Fω)

For ∇3−∇2 > 0, we get F > Fω which is always true. This proves the theorem.

The above results establish the superiority of the proposed three-stage improved ORR model. Hence, our two-questions
approach in three-stage ORR model is more protective in comparison to Gupta et al. [8] and Kalucha et al. [18] ORR models.
Numerically, from Table 1 it can be observed that for the suitable choice of parameters, the proposed three stage ORR model
with two-questions approach performs better in terms of efficiency and at the same time protect the privacy of respondents more
than the existing models. For example, when ω = 0.80 taking T = 0.15 and F = 0.70, the proposed three-stage ORR model
has greater precision and the parameter values also satisfy the conditions under Theorem 5.1 and Theorem 5.2. Thus, it may be
concluded that if the parameters are chosen carefully, the three-stage quantitative ORR model with two questions approach
offers better efficiency and more privacy than the Gupta et al. [8], Mehta et al. [9] and Kalucha et al. [18] ORR models.

6. Conclusion
Using two-questions approach, improved two-stage and three-stage ORR models for quantitative variables have been

proposed and their properties are discussed. It is observed from the numerical comparisons that the proposed two-stage
and three-stage ORR models using two-questions approach are found to be more efficient as compared to the two-stage and
three-stage ORR models using the usual split-sample approach. It is also observed that proposed ORR models can be made
more efficient than the existing ORR models by choosing appropriate design parameters. It is also found that the proposed
three-stage ORR model under two-questions approach offers more privacy than one-stage and two-stage ORR models.

In addition, the proposed three-stage ORR model using two-questions approach with suitable choices of design parameters
performs better than the two-stage and one-stage ORR models and provides more privacy as compared to one stage ORRT
using two-questions approach. It is found that there is a significant gain in precision under the two-questions approach to
estimate the sensitivity level. Moreover, the precision of estimate of sensitivity level can also be increased by using forced RRT
or two-stage RRT.

On the basis of our study, we may conclude that, the proposed three-stage ORR model under the two-questions approach
stands out as a particularly valuable tool for surveys that grapple with highly sensitive issues. This model may be highly useful
for data collection in areas where respondents might be reluctant to answer truthfully due to fear of judgment or social stigma.
This model may be quite relevant in research on illegal activities, stigmatized health conditions, or unpopular opinions. Thus, it
may be recommended that to estimate the mean of sensitive variable along with the sensitivity level in a survey concerning
sensitive information, the proposed three stage ORR model under two-questions approach is better choice among other existing
ORR models.
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