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ABSTRACT

In this study, 270 different data sets were generated through R 3.1.1. program as dichotomous data for X and Y test forms, each
consisting of two sub-tests, according to the two-parameter logistic model (2PLM). Forms include an anchor test, which
consists of two sub-tests like test form. The sub-test length of the anchor test is 40% of the total test. For sample sizes of 20,
25, 50, 100, 200, 500, X and Y test forms were created with correlation levels between sub-tests of 0.70, 0.80, 0.90; average
difficulty level differences between test forms of 0.0, 0.40, 0.70; sub-test lengths of 10, 15, 30, 50, 80. Sub-tests were equated
as a result of 100 replications using identity, linear-chain, Braun/Holland, and circular-arc equating methods. The results
obtained from this simulation study were evaluated based on equating error. The findings indicated that in the case when sample
size was 100 and more, subtest length was 10, 15 and 30 and the level of average difficulty difference between form 0.0, it was
concluded that equating forms would give better results than not equating. Furthermore, the circle-arc method was found to
have less equating error than other methods under most of the conditions studied.
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ARTI DEGER OZELLIGINE SAHIP ALT TESTLERDE CESIiTLi FAKTORLER
ALTINDA ESITLEME HATALARININ KARSILASTIRILMASI

OZET

Bu calismada her bir alt testi art1 deger 6zelligine sahip olan testlerde, alt test ve genisletilmis alt test puanlari kullanilarak ortak
maddelere dayali esitleme yapilmistir. Esitleme yontemlerinin egitleme hatalari, 6rneklem biiyiikliikleri alt testler arasindaki
ortalama giiglilk diizeyi farklari ve alt test uzunluklarma goére karsilagtirilmistir. Calismada iki parametreli lojistik modele
(2PLM) uygun her biri iki alt testten olusan ve ikili puanlanan X ve Y formu, 540 farkli veri kiimesi igin, R 3.1.1. programi
aracihigtyla iiretilmistir. Uretilen verilerde ankor test, toplam test formu gibi iki alt testten olusmaktadir. Ankor testin alt test
uzunlugu, alt test uzunlugunun %40°1dir. Omeklem bityiikliigii 20, 25, 50, 100, 200, 500; alt testler arasindaki korelasyon 0.70,
0.80, 0.90; test formlar1 arasindaki ortalama giigliik diizeyi farki 0.0, 0.40, 0.70 ve alt test uzunlugu 10, 15, 30, 50, 80 olan X
ve Y formlart olusturulmustur. Caligmada birim, zincirlenmis lineer, Braun/Holland ve dairesel-yay esitleme yontemleri
kullanilarak 100 replikasyon sonucunda alt testler esitlenmistir. Yontemlerin esitleme sonuglari esitleme hatasina gore
degerlendirilmistir.Calismada 100, 200 ve 500 6rneklem biiyiikliigiine sahip, alt test uzunlugu 10, 15 ve 30 ve test formlari
arasindaki ortalama giigliik diizeyi farki 0.0 oldugunda esitleme yapilmasi uygun goriiliirken; dairesel-yay esitleme yontemi
diger yontemlere gore daha az hata degeri gostermistir.

Anahtar kelimeler: Esitleme, art1 deger, genisletilmis alt puan, esitleme hatasi

1. INTRODUCTION

Measurement tools used in education to estimate students' interests and abilities and to obtain
information about their performance and success are called test (Baykul, 2010). Tests used in education
may consist of subfields. For example, a mathematics test consists of algebra and geometry, or a general
ability test consists of subfields such as mathematics, writing, and reading. The subtest scores obtained
from the subtests consisting of the subfields of the tests are used to analyze the individual's learning
deficiencies or the subjects in which he is more successful, as well as to reveal the profiles of the schools.
Additionally, subscores are used to draw more detailed conclusions from the structure of a total test. In
other words, the items used for the feature that is intended to be measured may be used to measure
another feature. In this case, by combining such items, a new sub-feature may emerge and more detailed
information about the structure of the test can be obtained (Shinary, Haberman & Score, 2007). With
these advantages provided by the subfields that make up the test, interest in subtest scores has increased.
Therefore, the individual's score in a subfield consists of the individual's sub-true score and sub-error
scores, which express the true value of the feature to be measured by the sub-domain, as in the total test.

With the increasing interest in the use of subtest scores, it has been investigated whether the use
of the total test score or the subscore would serve the purpose better. As a result of researches, it has
been revealed that it is not appropriate to use every subtest score, but the necessary conditions for the
use of the subscore have been partially stated (Haberman, 2008; Sinharay, 2010a; Sinharay, 2010b;
Sinharay, Haberman, & Puhan, 2007; Sinharay & Haberman, 2011). It was emphasized that for the

subtest score to be usable, the subscore must have a added value. For the added value feature, features
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such as high reliability of the sub-scores, relatively low reliability of the total test and being different
from other sub-tests (low relationship) are taken into consideration (Sinharay, 2010a).

To check whether the sub-score provides more information than the total test score, the sub-
score has been expressed with three different calculations (Haberman, 2008). The subscores are based
on three different calculations, the regression of the actual subscore on the observed subscore, the
observed total test score, the observed subscore and the total test score, the subscore approximation (Sx),
the total test score approximation (Sz), the total test score and the observed subscore. sub-score
approximation (Sxz) was obtained. The differences between the obtained sub-scores and the actual sub-
score values indicate the error of the approach. The variances of these errors give the mean squared error
(MSE) value for the true subscore. The root mean square error (RMSE) value is obtained by taking the
square root of the mean square error. In order to reach conclusions such as which of the sub-scores
obtained with three different approaches would be appropriate to use or whether the total test score
should be used, the RMSE values of the sub-scores obtained by using the observed sub-score, the total
test score, and both the observed sub-score and the total test score are compared. The subscore with
lower RMSE values should be used. In other words, the approach with the least error has the added
value for the sub-score. Another coefficient that helps in the research of whether the sub-score has an
added value is the PRMSE values that contain the reliability coefficients of the sub-score. It is said that
the approach with a higher PRMSE value has an added value for the sub-score.

Tests in education are used in creating profiles of individuals or schools, tracking individuals'
education levels, selecting and placing individuals in an institution, and recruiting individuals. Decisions
about individuals are made in line with the scores obtained from the tests used. The decisions made play
an extremely important role in shaping the lives of individuals. In order for correct decisions to be made,
tests must not lead to biased decisions and must be valid and reliable. For this reason, tests related to the
feature you want to measure should not be used more than once. In other words, different parallel forms
of the tests can be applied on different dates or at the same time for exam security reasons. According
to Classical Test Theory, test forms must be parallel in order to compare the scores obtained from
different test forms. However, even if a parallel test form is prepared, since the ability levels of the
individuals taking the test will be different, there will be different sources of error for each individual.
Therefore, the scores obtained from the test will have different amounts of errors. In Classical Test
Theory, item difficulty and item discrimination are specific to groups. Therefore, it is difficult to
compare people taking different tests with parallel forms.

Test scores need to be compared to ensure that appropriate decisions can be made under
appropriate circumstances. This comparison can be made by equating the tests. Equating is a statistical
process and allows scores obtained from different test forms measuring the same trait to be used
interchangeably. Crocker & Algina (1986) defined test equating as the process of creating equivalent
scores from two tests. Angoff defined test equating as converting the unit system of one test form into

the unit system of another form (Angoff, 1984).
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Obtaining the data set according to certain rules for equating is called equating design (von
Davier, 2010). Equating designsdesigns are divided into designs that use common individuals and
designs that use common items (Davier, Holland, & Thayer, 2004). Common items are used in the tests
to be equated because it is very difficult to prepare the test forms to be equated in parallel and the ability
levels of the groups to which the test forms are applied are different from each other. Tests that contain
common items are called anchor tests. Equating of tests is achieved through the anchor test.

The purposes of equating are to prevent bias among individuals taking different test forms, to
report the scores obtained from different forms on the same scale, and to preserve the meaning of the
reported scores (Quoted in: Kan, 2010:3, Barnard, 1996). Achieving the purpose of the equating means
that the equating is performed without error. Equating errors occur when equating desings are not used
correctly, the appropriate equating method is not applied, there is not a large enough sample, and
different test forms are not statistically similar to each other. Kolen and Brennan (2004) divided equating
errors into two: random and systematic equating errors. Random error can also be called the difference
between the equating relationship estimated from the sample and the population. Systematic error occurs
when the assumptions or conditions of the equating method used are not met. Livingston (2004) defined
the standard error of equating (SEE) as the standard deviation of the sample distributions of the equated
scores. Wang (2006) stated that the standard error of equating is the index of random sampling error and
defined it as the standard deviation of equated scores obtained from repeated samples. The sum of the
squares of the equating error and the equating bias represents the equating error. A good method should
have small bias and small RMSE value (Chu and Kamata, 2003). Therefore, as the average RMSE values
decrease, more accurate equating results are obtained.

In order for different test forms measuring the same trait to be comparable and interchangeable,
the test scores obtained from the tests must be positioned on the same continuum. This is achieved by
equating the tests. In test forms containing subtests, the subtest forms are equated with each other in
terms of the measured trait in order to compare the test forms or subtest forms with each other. The
information obtained from the subtest forms not only compares the subtest scores with each other, but
also provides results that will enable us to make accurate judgments about the profiles of individuals in
terms of the trait of interest (Sinharay 2010a, Sinharay, 2010b). It will enable us to observe situations
where individuals are weak or strong in terms of the relevant trait. In order to obtain this information,
the subtest forms of the test forms must have added value (Sinharay, Haberman, & Puhan, 2007). Just
as it is obtained by equating the tests, equating error is also obtained as a result of equating subtests
which have added value. Just as the assumptions of the equating method cannot be met or other
uncontrollable situations cause systematic error, the sample size also causes error in equating (random
error). A decrease in the standard error of equating was observed as a result of studies in which large
samples were used in equating or changes were made by increasing the sample size. When working with
large samples, the ability of the sample to represent the universe increases and the error in equating

decreases, thus the quality of the equating increases.lt is not always possible to reach large samples in
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order to process the information obtained from different test forms measuring the same feature. It may
be necessary to work with small samples in teacher-made exams or exams conducted by some course
centers. When the sample size is small, problems arise when the sample does not represent the universe
and the assumptions of the methods to be used cannot be met. Kolen and Brennan (2004) have stated
that equating should not be done in small samples because these problems will cause too much equating
error. Despite this, Livingston and Kim (2009) have expressed that models can be used to overcome the
problems that small samples will cause. When tests are equated in small samples, it should be decided
which equating design and equating method would be appropriate to use.

Factors such as sample size, equating desing, test length, difficulty level difference between test
forms and methods to be used in equating tests affect the equating of the tests. When test levels are
parallel, the difference in difficulty level between test forms will be less. However, in practice, it is very
difficult to obtain similar test forms. In addition to this situation, obtaining parallel testing will become
more difficult when having to work in small samples. Because it will be difficult to make predictions
about the item parameters from the data obtained. There is not enough information about equating
subtests using different equating methods in small samples and in cases where the difficulty levels of
the test forms are different. This study aims to determine which of the various equating methods will
give the smallest equating error in the observed subtest score and augmented subtest score of subtest
forms with added values in small samples, different sample sizes, different difficulty levels between test
forms, subtest lengths, and different lengths of the anchor test. It is thought that it will increase the
guality of the equating as it provides a more micro-level examination of the equating studies to be carried
out on a subtest basis. Additionally, this study is thought to contribute to the field as it examines the

sub-test forms which have an added value in small samples with various equating methods.

2. METHOD

In this study, it is aimed to compare the equating error obtained from the sub-test equating
performed using equating methods based on common items under different conditions. Thus, by
determining the equating errors obtained by equating the sub-test scores of test forms with different
sample size, different test length, and different average difficulty, it is aimed to contribute to the
theoretical studies on this subject. The research is basic research in this respect.
2.1. Data Simulation

In this study, data generation according to the changing factors and the levels of these factors
was carried out using the 2-parameter logistic Item Response Theory model. The data simulated is
bicategorical, 1-0. For this purpose, four different individual ability distributions were used. While form
X consists of subtests X1 and X2, form Y consists of subtests Y1 and Y2. The ability distribution of
individuals for X1 and Y1 was obtained from the standard normal distribution with mean 0 and standard
deviation 1. The ability distributions to be used for the X2 and Y2 subtests were produced in a way that

would show the desired correlations with the ability distributions previously produced for X1 and Y1.
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The discrimination parameters (a) of the items in the subtests and anchor tests of the X and Y
test forms were obtained from a log-normal distribution with a mean of -0.15 and a standard deviation
of 0.14. The difficulty (b) parameters of the two subtests of the X form and the anchor test were obtained
from a uniform distribution with a mean of -2 and a standard deviation of 2. The difficulty (b) parameter
of the subtests of the Y form was obtained by adding the values of 0.00, 0.40 and 0.70 to the difficulty
(b) parameter in the X form.

In accordance with the varied factors, a total of 270 X forms and 270 Y forms have been
generated. This includes the sample size level (20, 25, 50, 100, 200, and 500) (6), sub-test length level
(10, 15, 30, 50, and 80) (5), difficulty level between test forms (0.00, 0.40, 0.70) (3), anchor test length
(40%) (1), and correlation level between sub-tests (0.70, 0.80, and 0.40) (3).

Four different equating scenario were created and subtests measuring the same feature were
equated with each other. In the first equating scenario; Equation was made using the observed total
scores of both subtests, which have the positive value feature of the X and Y forms produced at the same
factor levels. In the second equating scenario, equating was carried out using the augmented subtest
scores of both subtests of the X and Y forms, which were produced at the same factor levels and showed
added value. Similarly, in the third equating scenario; equating was made using the observed scores of
both subtests of the X and Y forms, which were produced at the same factor levels and showed added
value. In the last equating scenario, equating was carried out using the augmented subtest scores of both
subtests of the X and Y forms, which were produced at the same factor levels and did not show added
value. For equating of forms. The "equate" package of the R.3.1.1 program was used.

The length of the anchor test form, which enables equating, has been changed by 40% of the
subtest lengths. Each subtest has been equated using the relevant subtest of the anchor test. Samples
were obtained by performing 100 replications for all sample sizes. For each replication, the X form was
equated to the Y form scale. Equated scores were obtained at the raw score and augmented score.
Equating was carried out with test forms and test scores with the same traits. Equating errors (RMSE)
values were calculated for each equating method of the equated subtest forms at all levels of the changing
factors. A common effect graph was created by examining the common effects of the factors in the
study, such as sample size, subtest length, and difficulty level difference between test forms, on the

equating error.

3. FINDINGS

The result of the equating error (RMSE) values obtained from equating methods using the
subtest and augmented subtest scores of two subtests with added value under common factors is shown
in the common effect graphs below. The colors of the shapes belonging to the error values of the methods
in the common effect graphs are located on the right side of the graphs in the color chart, labeled as
Braun/Holland (MEAN) equating method, linear chain equating method (LIN), circular arc equating
method (CIRC), identity equating (IDEN) method.
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Table 1 and Table 2, which contain the common effect graphs, show the RMSE values obtained
from the methods as a result of equating the subtest scores and augmented subtest scores of the first
subtest, respectively. Table 3 and Table 4 show the RMSE values obtained from the methods as a result
of equating the subtest scores and the augmented subtest scores.of the second subtest. Tables consist of
3 cells. The first column contains the findings regarding the subtests with a correlation of 0.70, the
second and third columns contain the RMSE value findings obtained from the methods as a result of
equating the subtests with a correlation of 0.80 and 0.90.

X and Y tests are tests consisting of two sub-fields. All subtests have added value. Subfields
were equated to each other using subtest/augmented subtest scores using identity equating,
Braun/Holland equating, linear chained equating and circular arc equating methods. The common effects
of changing factors (sample size, subtest length and difficulty level difference) on RMSE values
obtained from matching methods are observed on the graph.

When Table 1 shows, it can be seen that as a result of equating subtests with a correlation of
0.70, provided that the average difficulty levels between the subtests remain constant, the RMSE values
of the methods decrease as the sample size increases, and while the RMSE values increase with the
increase in the subtest length. However, while the subtest length is constant, it is observed that the RMSE
values decrease as the sample size increases, and the RMSE values of the methods increase as the
difficulty difference between the equated test forms increases. It is seen that when the subtest length is
10, 15 and 30 and the difficulty difference between the test forms decreases, the RMSE values obtained
from the equating methods are less and closer to each other. However, when the subtest length is 50 and
above, it is observed that the RMSE values of the methods differ from each other as the RMSE values
of the equating methods increase. In general, the lowest RMSE value under all factors is seen in the
circular-arc equating method, while Braun/Holland and chained linear equating methods are observed
to give RMSE values close to each other. When the RMSE graphs of the subtests with a correlation of
0.80 in Table 1 shows; When the difficulty difference between the equated subtest forms remains
constant, the RMSE values of the equating methods decrease as the sample size increases, while the
RMSE values increase as the subtest length increases. However, it is observed that the RMSE values of
the methods increase when the difficulty difference increases while the subtest lengths are constant.
However, it is observed that the RMSE values of the methods increase when the difficulty difference
increases while the subtest lengths are constant. In addition, when the subtest length is 10, 15 and 30,
the average difficulty level difference is 0.0 and it is seen that the equating methods have the least RMSE
values. It is observed that the circular-arc equating method generally gives the lowest RMSE value under
all conditions. When the RMSE graph of the subtests with a correlation of 0.90 is examined, similar
findings are observed when equating the subtests with a correlation of 0.70 and 0.80. While the lowest
RMSE value is seen in the circular-arc equating method, the equating methods have low RMSE values
when the subtest length is 10, 15 and 30.
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When Table 2, which shows the RMSE values of the methods as a result of the equating
performed using the augmented subscores, is examined; while the difficulty level difference is constant
in the subtests with a correlation of 0.70, a decrease in the RMSE values of the methods is observed
when the sample size increases. However, as the sub-test length increases, an increase is observed in the
RMSE values of the methods. While the minimum RMSE values are seen in cases with 10, 15 and 30
subtest lengths, a decrease in RMSE values is observed as the average difficulty level difference
decreases. Under all conditions, the lowest RMSE value is generally observed in the circular arc
equating method. As a result of the equating of subtests with a correlation of 0.80, it is seen that the
RMSE values of the methods decrease as the sample size increases, the RMSE values increase as the
difficulty level difference increases, and the RMSE values of the methods increase as the subtest length
increases. While the RMSE values of the methods are close to each other with 10, 15 and 30 subtest
lengths and difficulty level of 0.0, the lowest RMSE values are observed under these conditions. When
equating subtests with a correlation of 0.90, results similar to those obtained when equating subtests
with a correlation of 0.70 and 0.80 are observed. While the lowest RMSE value was observed at 10, 15
and 30 subtest lengths and 0.0 average difficulty level, it was seen that the circular-arc equating method
gave the lowest RMSE value under all conditions.

When Table 1 and Table 2, obtained as a result of equating with the augmented subtest
scores/subscores of the same subtests showing added value, are examined, it is observed that the RMSE
values of the methods are higher in Table 2. It is seen that the RMSE values of the methods are higher

by using the augmented subtest scores of the tests.
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Table 1. The common effect of sample size, subtest length and difficulty level difference factors on the equating error (RMSE) values of equating methods as a result of equating with subtest scores for the
first subtests with 0.70, 0.80 and 0.90 correlations
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Table 2. The common effect of sample size, subtest length and difficulty level difference factors on the equating error (RMSE) values of equating methods as a result of equating with augmented subtest scores

for the first subtests with 0.70, 0.80 and 0.90 correlations
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Table 3 shows the equating errors of the methods as a result of the equating performed with the
second subtests. The equating errors of subtests with correlation of 0.70, shows, the difficulty levels
remain constant between the subtests , the RMSE values of the methods decrease as the sample size
increases, while the RMSE values of the equating methods decrease as the subtest length increases.
However, while the subtest length is constant, it is observed that the RMSE values decrease as the sample
size increases, and the RMSE values of the methods increase as the difficulty difference between the
equated test forms increases. It is seen that when the subtest length is 10, 15 and 30 and the average
difficulty difference between the test forms decreases, the RMSE values obtained from the equating
methods are less and closer to each other. However, when the subtest length is 50 and above, it is
observed that the RMSE values of the equating methods increase. In general, the lowest RMSE value
under all factors is seen in the circular-arc equating method, while Braun/Holland and linear chained
equating methods are observed to give RMSE values close to each other. When the RMSE graphs of the
subtests with a correlation of 0.80 in Table 3 are examined; when the average difficulty difference
between the equated subtest forms remains constant, the RMSE values of the equating methods decrease
as the sample size increases, while the RMSE values increase as the subtest length increases. However,
it is observed that the RMSE values of the methods increase when the average difficulty difference
increases while the subtest lengths are constant. In addition, when the subtest length is 10, 15 and 30,
the average difficulty level difference is 0.0 and it is seen that the equating methods have the least RMSE
values. It is observed that the circular-arc equating method generally gives the lowest RMSE value under
all conditions. When the RMSE graph of the subtests with a correlation of 0.90 shows, similar findings
are observed when equating the subtests with a correlation of 0.70 and 0.80. While the lowest RMSE
value is seen in the circular-arc equating method, the equating methods have low RMSE values when
the subtest length is 10, 15 and 30.

RMSE values of the methods as a result of the equating performed using the augmented
subscores are given in Table 4. The difficulty level difference is constant in the subtests which are a
correlation of 0.70, a decrease in the RMSE values of the methods is observed when the sample size
increases, while the RMSE values of the methods increase as the subtest length increases. While the
minimum RMSE values are seen in cases with 10, 15 and 30 subtest lengths, a decrease in RMSE values
is observed as the difficulty level difference decreases. Under all conditions, the lowest RMSE value is
generally observed in the circular-arc equating method. As a result of the equating of subtests with a
correlation of 0.80, the RMSE values of the methods decrease as the sample size increases, the RMSE
values increase as the difficulty level difference increases, and the RMSE values of the methods increase
as the subtest length increases. When the RMSE values of the methods are close to each other with 10,
15 and 30 subtest lengths and an average difficulty level of 0.0, the lowest RMSE values are observed
under these conditions. When equating subtests with a correlation of 0.90, results similar to those

obtained when equating subtests with a correlation of 0.70 and 0.80 are observed. While the lowest
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RMSE value was observed at 10, 15 and 30 subtest lengths and 0.0 average difficulty level, it was seen
that the circular-arc equating method gave the lowest RMSE value under all conditions.

When Table 3 and Table 4 are examined, it is observed that the RMSE values of the methods
are higher in Table 4. It is seen that the RMSE values of the methods are higher by using the augmented

subtest scores of the tests.
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Table 3. The common effect of sample size, subtest length and difficulty level difference factors on the equating error (RMSE) values of equating methods as a result of equating with subtest scores for the
second subtests with 0.70, 0.80 and 0.90 correlations
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Table 4. The common effect of sample size, subtest length and difficulty level difference factors on the equating error (RMSE) values of equating methods as a result of equating with augmented subtest

scores for the second subtests with 0.70, 0.80 and 0.90 correlations
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4. DISCUSSION

As a result of the equating made with the first and second subtests, which have added value, a
decrease is observed in the RMSE values of the equating methods as the sample size increases. The
identity equating method gave the highest RMSE value for sample sizes of 25, 50, 100, 200 and 500.
The circular arc equating method gave the lowest RMSE value in all sample sizes. In the second subtest,
as the sample size increased, the RMSE value decreased. The identity equating method gave the highest
RMSE value for sample sizes of 50, 100, 200 and 500. The lowest RMSE value in all sample sizes was
observed in the circular arc equating method. Considering the results obtained as a result of equating the
raw subscores and added subscores of the subtests, increasing the sample size causes a decrease in
RMSE values. The result obtained is similar to the study of Kim and Livingston (2009).

As aresult of the first subtest equating, which has a added value, it is seen that the RMSE values
obtained from the equating methods increase with the increase in the length of the test. The circular arc
equating method had the lowest RMSE value in all sample sizes. As a result of equating of the second
subtests showing added value, the RMSE values of the methods increased as the test length increased.
In subtest lengths with 10, 15 and 30 items, the descending order in RMSE values is Braun/Holland,
chained linear equating, circular arc equating method. In subtests with 50 and 80 items, the descending
order of RMSE values is Braun/Holland, identity equating, linear chained equating and circular arc
equating method. As a result of the equating made with the observed scores and augmented scores of
the subtests with added value, an increase in the RMSE values of the equating methods was observed as
the test length increased.

As a result of equating the first subtests showing added value, no difference occurred as the
difficulty level difference in the equating methods increased. As a result of the second subtest equated
with added value, no significant change was observed in the RMSE values of other methods except the
Braun/Holland method. Considering the equating results with the observed score and the added
subscore, as the difficulty level difference between the test forms increased, the RMSE values of the
identity equating method increased. This result is parallel to the study of Kim, von Davier and Haberman
(2008).

5. RESULTS

In line with the findings obtained as a result of the study, the RMSE values of the equating
methods are obtained lower when the subtest length is 10, 15 and 30. When the difficulty level difference
between test forms is 0.0, the equating error values of the methods are lower than in other cases.
Therefore, increasing the subtest length and increasing difficulty level differences cause an increase in
the equating error values of equating methods, while an increase in the sample size causes a decrease in
equating errors. At sample sizes of 100, 200 and 500, lower equating error values of the methods are
obtained under all conditions. In general, the circular arc equating method has the lowest equating error

value under all conditions. The RMSE values of the identity equating are observed to be higher than the
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RMSE values of other methods. Therefore, the equating error in other equating methods is less. It is
seen that the RMSE values of the equating methods obtained by using augmented subtest scores are
higher. Since subtests have added value and the equating methods obtained as a result of equating with
subtest scores appear to have less equating error values, it is more appropriate to use subtest scores.
However, in the study, data was generated to compare the equating methods. A similar study can be
done using real data. In the study, equating was performed using linear equating methods. Equating error
of equating methods can be compared by using equipercentile equating methods. Similar study can be
performed by differentiating the equating design. In this study, different studies which compare the error
values of the equating methods can be conducted where the levels of the variables examined are changed

or variables are changed.
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GENISLETILMIS TURKCE OZET

ARTI DEGER OZELLIGINE SAHIP ALT TESTLERDE CESITLi
FAKTORLER ALTINDA ESITLEME HATALARININ KARSILASTIRILMASI

GIRiS

Puanlarin gecerliligi, karsilagtirilabilirligi ve giivenilirligi belirlenmedik¢e ve standart alt
puanlar i¢in de gecerli olmadikca, bireyler i¢in puanlar raporlanmamalidir. Bu 6zelliklerin saglanmasi,
alt puanlarin her amag i¢in kullanilabilir olmasini garanti etmez. Alt puanlardan elde edilen bilgilerin
kullanilabilmesi igin alt puanlarin art1 degere sahip olmasi gerekmektedir. Art1 degeri olan alt puanlar,
alt puanin toplam puandan bagimsiz olarak yorumlanabilecegini diisiindiirmektedir. Alt puanlar arti
degere sahip oldugunda, alt puanlar bireylerin veya kuruluslarin profilinin ¢ikarilmasmin yani sira
bireylerin gii¢lii ve zayif yonlerini belirlemek i¢in de kullanilabilir.

Karsilastirilabilirlik, test esitleme ile miimkiindiir, boylece alt puanlarin karsilastirilabilirligini
saglamak i¢in alt testi esitlemek gerekir. Toplam test puanlari yerine alt puanlarm kullanilip
kullanilamayacaginin ve esitlenip esitlenemeyeceginin incelenmesi gerekmektedir. Ayrica alt test
puanlari esitleme siireclerinde katma deger bulunmasi durumunda, gesitli esitleme yontemlerinin ¢esitli
kosullar altinda hata gostergelerinin incelenmesi gerekmektedir. Bu ¢aligma, art1 degeri olan veri setleri
icin test esitleme isleminden elde edilen esitleme hatasi degerlerinin degerlendirilmesini
amaclamaktadir.

YONTEM

Bu aragtirmada ortak madde deseni kullanilmistir. Ankor test maddeleri alt test uzunlugunun
%401 uzunlugundadir. Esitleme icin birim, zincirleme dogrusal esitleme, dairesel-yay esitleme ve
Braun/Holland esitleme yontemleri kullanilmistir. R 3.1.1 programinda kullanilarak, arti degeri
ozelligine sahip olan veriler iiretilmistir. Bu ¢alismada X formu ve Y formu i¢in iki parametreli lojistik
modele (2PLM) gore ikili veriler iiretilmistir. Her test formunda iki alt test bulunmaktadir. Ankor
testinin de iki alt testi vardi. Her iki form igin de alt testler arasindaki korelasyon (0,70, 0,80 ve 0,90)
degisimlenmistir. Ayrica X ve Y formlarinin alt testleri arasindaki ortalama giigliik farki ti¢ diizeyde
(0,0, 0,4 ve 0,7) degisimlenmistir. Simiile edilen formlar birim, zincirleme dogrusal, Braun/Holland ve
dairesel-yay yontemleri kullanilarak alt1 farkli 6rneklem bitytkligi (20, 25, 50, 100, 200 ve 500) i¢in
100 tekrarlamayla esitlenmigtir. Alt test puanlar1 (ham alt puanlar ve ham alt puanlar, genisletilmis alt
puanlar ve genisletilmis alt puanlar) kullanilarak esitleme yontemlerinden elde edilen esitleme hatasi
degerleri olan RMSE (esitleme hatasi) elde etmek igin 100 tekrara dayali yineleme islemi
gergeklestirilmistir. R 3.1.1 programindaki "equate” paketi kullanilarak alt testler esitlenmistir. RMSE
(esitleme hatas1) degerlerine ait ortak etki grafigi R 3.1.1 programi kullanilarak ¢izilmistir.
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BULGULAR

Korelasyonu 0,70 alt testlerin esitlenmesi sonucunda genel olarak tiim faktorler altinda en diisiik
RMSE degeri dairesel yay esitleme yonteminde goriiliirken Braun/Holland ve zincirlenmis lineer
esitleme yoOntemlerinin birbirine yakin RMSE (esitleme hatas1) degerleri verdigi gorilmiistiir.
Korelasyonu 0,80 olan alt testlerin RMSE (esitleme hatasi) grafikleri incelendiginde; genel olarak
dairesel yay esitleme yonteminin tiim kosullar altinda en diisiik RMSE (esitleme hatas1) degerini verdigi
gozlenmistir. Korelasyonu 0,90 olan alt testlerin RMSE (esitleme hatas1) grafigi incelendiginde en
diisitk RMSE (esitleme hatasi) degeri dairesel yay esitleme yonteminde elde edilmistir. Genisletilmis alt
puanlar kullanilarak yapilan esitleme sonucunda alt testlerde tiim kosullar altinda 0,70 korelasyon ile en
diisik RMSE degeri genel olarak dairesel yay esitleme yonteminde goriilmiistiir. Alt testlerin 0,80
korelasyonla esitlenmesi sonucunda drneklem biiyiikliigii arttikga yontemlerin RMSE (esitleme hatasi)
degerlerinin diistigl elde edilmistir. Alt testler 0,90 korelasyonla esitlendiginde dairesel yay esitleme
yonteminin tiim kosullar altinda en diisiik RMSE (esitleme hatas1) degerini verdigi gdzlenmistir.

Ikinci alt testlerle yapilan esitlemede; 0,70 korelasyona sahip alt testlerin esitlenmesi sonucunda
tiim faktorler altinda en diisiik RMSE (esitleme hatasi) degerinin dairesel yay esitleme yonteminde,
Braun/Holland ve zincirlenmis lineer esitleme yontemlerinin ise birbirine yakin RMSE (esitleme hatasi)
degerleri verdigi goriilmiistiir. Genel olarak dairesel yay esitleme yonteminin tlim kosullar altinda en
diisik RMSE (esitleme hatasi) degerini verdigi gozlenmistir. Genisletilmis alt puanlar kullanilarak
yapilan esitlemede; Korelasyonu 0,70 olan alt testlerde tiim kosullar altinda en diisiik RMSE (esitleme
hatas1) degeri genel olarak dairesel yay esitleme yonteminde elde edilmistir. Korelasyonun 0.80 oldugu
alt testlerin esitlenmesi sonucunda, 6rneklem biiytikligi arttik¢a yontemlerin RMSE (esitleme hatasi)
degerlerinin diistiigii, ortalama zorluk diizeyi farki arttikca RMSE (esitleme hatast) degerlerinin arttigy,
alt test uzunlugu arttik¢a yontemlerin RMSE (esitleme hatas1) degerlerinin ise arttifi goriilmiistiir.
Korelasyonun 0,90 oldugu alt testlerde tiim kosullar altinda en diisik RMSE (esitleme hatasi) degeri
genel olarak dairesel yay esitleme yonteminde elde edilmistir.

SONUC

Genel olarak dairesel yay esitleme yontemi tiim kosullar altinda en diisiik esitleme hatasi
degerine sahip sonuglar iiretmistir. Birim esitleme yonteminin RMSE degerleri zincirlenmis lineer
esitleme, dairesel yay esitleme ve Braun/Holland esitleme yontemlerinin RMSE degerlerinden daha
yiiksek oldugu goriilmiistiir. Bir diger ifade ile zincirlenmis lineer esitleme, dairesel yay esitleme ve
Braun/Holland esitleme yontemlerinin esitleme hatasi birim esitleme yonteminden elde edilen esitleme
hatasindan daha diisiik degere sahiptir. Genisletilmig alt test puanlar1 kullanilarak gergeklestirilen
esitlemelerde elde edilen RMSE degerlerinin diger puanlar kullanilarak gerceklestirilen esitlemelerde
esitleme yontemlerinin daha yliksek RMSE degerleri tiretmistir. Sonug olarak, alt testlerin arti deger
Ozelligine sahip olmasi ve alt test puanlariyla esitleme sonucunda elde edilen esitleme yontemlerinin

esitleme hata degerlerinin daha az olmasi nedeniyle alt test puanlarinin kullanilmas1 daha uygundur.
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