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Abstract: Stock price forecasting has been an important area of interest for economists and computer scientists. In addition to traditional 

statistical methods, advanced artificial intelligence techniques such as machine learning can stand out with their ability to process 

complex data sets and adapt to historical data. In recent years, hybrid models combining deep learning and time series methods have 

demonstrated superior performance in stock selection and portfolio optimization. This study comparatively analyses the performance 

of LSTM and ARIMA models in time series forecasting. In the study, the stock prices of Oracle company are predicted using two different 

models, LSTM and ARIMA. Model performance is evaluated using metrics like MSE, MAE, RMSE, and MAPE. Both models have been found 

to be successful in different metrics. The LSTM model has lower error values; meanwhile, the ARIMA model produced proportionally 

more accurate forecasts. The study concludes that given the potential offered by deep learning, models such as LSTM are essential for 

time series forecasting. The flexibility of deep learning allows the development of customized models for different data types and time 

series problems. 
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1. Introduction 
Stock market price prediction is a research topic not only 

for economists but also for computer scientists, which is 

why statistical methods and machine learning are used to 

build a prediction model. Considering 2019 data, the 

global stock market is known to be more than 85 trillion 

dollars. Investors can use simple statistical methods to 

predict price changes to increase their income, but these 

methods could be faster due to the high volume of 

transactions and rapid changes. Advanced artificial 

intelligence methods are often preferred and used 

(Gandhmal and Kumar, 2019; Shah et al., 2019; Kanavos et 

al., 2020; Nabipour et al., 2020). The ability of the methods 

to predict with a high degree of accuracy is an important 

constraint. Therefore, machine learning methods are 

widely preferred. The most frequently preferred methods 

are logistic regression, linear regression, support vector 

machines, and artificial neural networks. It provides the 

advantage of creating strong, stable models for 

multidimensional problems and adaptability to historical 

data (Lu et al., 2021). In general, the stock market has a 

structure that combines high risk and high return. In this 

regard, investors aim to achieve maximum gains through 

technical and fundamental analysis methods. 

Fundamental analysis generally derives insights by 

considering the balance sheet analysis of companies, 

competitive advantages, or macroeconomic 

developments. In technical analysis, price inferences are 

carried out with the assistance of indicators such as 

Moving Average Convergence Divergence (MACD), 

Momentum, Stochastic Oscillator with Moving Averages 

(KDJ), Relative Strength Index (RSI), and Moving Average 

(MA) (Rouf et al., 2021). Stock exchanges, where financial 

transactions take place, are regulated by a set of rules of 

governments and institutions to protect investors and 

companies. Stock prices operate according to the 

principles of supply and demand, and performance 

indicators (KPIs) depend on the rise and fall of prices, as 

shown in Table 1 (Bustos and Pomares-Quimbaya, 2020; 

Nti et al., 2020; Sarvesh et al., 2021). 

Forecasting models for stock prices have attracted 

increased attention in recent years. Due to the financial 

opportunity provided, several papers have recently been 

published that use deep learning and time series methods 

to produce robust forecasting results. With the increasing 

power of today's machines and the improvement of 

computational capability, better results are being 

achieved for challenging problems of such complexity 

(Agrawal et al., 2013; Strader et al., 2020; Kumbure et al., 

2022; Sheng et al., 2022). Singh et al. (2023) proposes a 

hybrid CNN-LSTM model combining deep learning for 

stock selection and the mean-variance model for portfolio 
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optimization. Benchmarks on Indian stock market 

analysis show that the model outperforms single models 

and other compared strategies. The results suggest that 

the hybrid CNN-LSTM approach can be an effective tool in 

portfolio management (P. Singh et al., 2023). Choi et al. 

(2023) propose a new method called "Hybrid Information 

Mixing Module," using deep learning and news data to 

predict stock price movements. It aims to make more 

accurate predictions by combining price and text data 

features and modeling their multimodal interactions. The 

model is tested on a high volatility stock market 

simulation, successfully validated, and performs better 

than other methods (Choi et al., 2023). Jadhav et al. (2021) 

proposes a new model using GAN architecture to predict 

stock market prices. The model consists of a hybrid 

generator and MLP parser using Naive Bayes for 

sentiment analysis from financial news and LSTM for 

prediction. The system predicts stock values using 

financial data and performs sentiment analysis on 

financial news (Jadhav et al., 2021). Singh et al. (2022) 

proposed a new investment decision support system by 

comparing ARIMAX, Prophet, LSTM, and pairwise LSTM 

models using historical stock market data. The model aims 

to maximize profit and minimize loss by optimizing 

investment decisions during crises such as COVID-19 with 

98.60% and 96.97% accuracy (Singh et al., 2022). Choy et 

al. (2021) compared various time series algorithms to 

predict stock market prices: ARIMA, LSTM, SARIMA, Holt 

Winter, and Prophet. The research has been conducted on 

Malaysia stock market data covering six different sectors. 

The results show that the ARIMA and LSTM models 

achieve lower error rates than the others. Moreover, 

ARIMA model is more successful than LSTM especially in 

trend forecasting. This study suggests that the ARIMA 

model may be suitable for short-term stock price 

forecasting (Choy et al., 2021; Singh et al., 2022). Sisodia 

et al. (2022) propose a Deep Learning (DL) based Long 

Short-Term Memory (LSTM) algorithm to predict stock 

market price movements. The research develops a model 

using ten years of historical price information of the NIFTY 

50 index from the National Stock Exchange of India (NSE) 

data. After normalization, the training and testing process 

is performed, and an accuracy rate of 83.88% is obtained. 

These results show that the proposed model has the 

potential to predict stock market price movements 

(Sisodia et al., 2022). Ruan et al. (2020) propose a new 

method to predict sudden stock price changes, especially 

during unexpected events such as COVID-19. The study 

uses ARIMA and LSTM models to forecast individual 

stocks and the entire market. In addition, social media 

data reflecting investor psychology are also integrated 

into the models. The 98% average forecast accuracy 

obtained using the 2016-2020 period data of 100 

companies in the study provides promising results for 

improving existing forecasting methods (Ruan et al., 

2020).  

 

Table 1. Key performance indicators 

Indicator Name Indicator Description 

Open Opening price 

Close End-of-day closing price 

Low Intraday low price 

High Intraday high price 

Volume 
Total number of stocks traded 

during the trading session 

 

Using the Web of Science (WOS) database, the methods 

that have been used in stock market forecasting searched 

between 2012 and 2024, and the word cloud is shown in 

Figure 1.a. and Figure 1.b. obtained. LSTM and ARIMA 

models, which are also the subject of this study, have been 

explicitly analyzed, and it is clear from Figure 1.a. and 

Figure 1.b that the LSTM deep learning approach is the 

subject of more research area than the ARIMA model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Bibliometric analysis of stock market forecasting methods. 
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2. Materials and Methods 

This study constructs two models to forecast Oracle stock 

prices: LSTM and ARIMA. The objective is to evaluate 

these models' performance and ease of use and provide 

insights for financial analysts and investors. The 

background and basic principles of the LSTM and ARIMA 

models are explained in the first stage of the research. 

Then, both models are applied to daily data of Oracle stock 

prices, and their performance is compared using metrics 

such as MSE, MAE, RMSE, and MAPE. The results reveal the 

strengths and weaknesses of each model and demonstrate 

their success in predicting stock prices. 

2.1. Long Short Term Memory (LSTM)  

Long Short Term Memory (LSTM) networks are a 

specialized deep learning method, a Recurrent Neural 

Networks (RNN) sub-branch. It can store long-term 

dependencies and can maintain dependencies. Unlike 

RNNs, LSTM networks also store long-term dependencies, 

making them better suited to complex problems such as 

time series (Lipton et al., 2015; Sherstinsky, 2020; Van 

Houdt et al., 2020; Yang et al., 2020). In LSTM architecture, 

information is stored in cells, and the data's meaning can 

be interpreted according to the condition. An advantage of 

LSTMs is that they have a forget gate mechanism. Thus, it 

also solves the problem of gradient loss (Staudemeyer and 

Morris, 2019). This structure provides the advantage of 

giving successful results in time series or lengthy texts. 

As shown in Figure 2, an LSTM network has three main 

structures: the forget gate, the input gate, and the output 

gate.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. LSTM network. 

 

The cell state stores past information and uses it for future 

prediction. The forget gate determines which information 

from the previous cell will be forgotten. The input gate 

decides which information is sent to the 'cell state'. The 

output gate decides which information from the 'cell state' 

will be output. According to equations 1-5, x_t is the input 

vector, h_t is the output vector, f_t is the forget vector, and 

c_t is the cell state vector. i_t and o_t are the input and 

output gates, respectively. W and b are the weights and 

bayes values (Ojo et al., 2019). 
 

𝑓𝑡  = 𝜎(𝑊𝑓[ℎ𝑡−1 , 𝑥𝑡]  + 𝑏𝑓) (1) 

𝑖𝑡  = 𝜎(𝑊𝑖[ℎ𝑡−1 , 𝑥𝑡]  +  𝑏𝑖) (2) 

𝑐𝑡  = tanh(𝑊𝑐[ℎ𝑡−1 , 𝑥𝑡]  +  𝑏𝑐) (3) 

𝑜𝑡  = 𝑠𝑖𝑔𝑚𝑎(𝑊𝑜[ℎ𝑡−1 , 𝑥𝑡]  +  𝑏𝑜) (4) 

ℎ𝑡  =  𝑠𝑖𝑔𝑚𝑎 ∗  𝑡𝑎𝑛ℎ(𝑐𝑡) (5) 

 

2.2. Autocorrelated Integrated Moving Average 

(ARIMA) 

Autocorrelated Integrated Moving Average (ARIMA) is a 

statistical model. It is used as a method for analyzing and 

forecasting time series. The ARIMA model consists of 

autocorrelation (AR), integration (I), and moving average 

(MA) (Khan and Alghulaiakh, 2020). Autocorrelation is the 

relationship between past and present data in a time 

series, and its effect is measured. Integration refers to 

stationarity in a time series. It is provided by taking the 

difference from the time series’ previous values. Moving 

average refers to random variation in a time series. This 

method converts time series to stationary through 

differencing and is called a linear stochastic model. This is 

generally expressed as ARIMA(p,d,q) (Kontopoulou et al., 

2023; Kumar and Vanajakshi, 2015). In the model, d refers 

to the degree of differencing, and p and d refer to the 

autoregressive and moving average, respectively. 

2.3. Proposed Models and Implementations 

2.3.1. Exploratory data analysis 

In the study, Oracle Company, which is listed on the 

Nasdaq Stock Exchange, is analyzed. The Nasdaq Stock 

Exchange is a New York-based American Stock Exchange 

and is among the most active in volume. It is traded as the 

second most active area after the New York Stock 

Exchange (Oracle Corporation (ORCL), 2024) . The data 

set in the study has been obtained from the platform 

where the current trading prices of the companies listed 

on the Nasdaq official website are also available. The data 

set includes the opening and closing price, the highest and 

lowest price, and volume information of the symbol on a 

historical basis. The day-based closing price, which users 

mostly prefer, is evaluated in the training set. Table 2 

shows a view of the data set derived for the prediction 

model. 

 

Table 2. Dataset sample view 

Date Close/Last Volume Open High Low 

01/29/2024 $113.75 7014424 $114.19 $114.59 $113.01 

01/26/2024 $114.64 5541900 $114.64 $115.48 $114.2746 

01/25/2024 $115.00 8877205 $114.89 $116.18 $114.35 

01/24/2024 $114.31 11702700 $113.42 $115.42 $113.33 

01/23/2024 $111.83 9185921 $110.29 $112.68 $109.56 
 



Black Sea Journal of Engineering and Science 

BSJ Eng Sci / Yasin KIRELLİ 869 
 

2.3.2. LSTM model implementation 

The analysis has been performed with a total of 2516 

sample data for ten years between February 2014 and 

February 2024 of the company considered in the study. As 

shown in Figure 3, the company's time series is visualized 

according to the closing price and date values. The last 

year's data (after 2023) is divided into test data (10%), 

and up until 2023, it is divided into training data. In the 

first part of the study, the proposed LSTM and ARIMA 

models are used for forecasting in the second part. The last 

section gives the forecasting performance comparisons of 

the two models. This study evaluates the prediction 

results with the proposed LSTM model; Python 

programming language version 3.10 is preferred. The 

model has been designed with the TensorFlow deep 

learning library. According to the proposed model, the 

training and test data have been normalized with the Min-

Max scaler method in the pre-processing step, and 

accordingly, the data have been scaled between 0-1. The 

model and hyperparameters are shown in Table 3. 

The loss value of the model result is close to zero, and the 

validation loss value range is observed in the range of 0 - 

0.002. The time series graph comparing the prediction 

values generated according to the proposed model and the 

actual values of the test set is shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Time series by training and test data. 

 

Table 3. Model and hyperparameter values 

Hyperarametres Values Model 

Scaling Min-Max Scaler Model: "sequential" 

Layer (type)          Output Shape          Param 

========================================== 

lstm (LSTM)          (None, 100, 50)     10400 

_______________________________________________ 

lstm_1 (LSTM)      (None, 100, 50)     20200 

_______________________________________________ 

lstm_2 (LSTM)      (None, 50)             20200 

_______________________________________________ 

dense (Dense)        (None, 1)                51 

 

Total params: 50,851 

Trainable params: 50,851 

Optimiser Adam 

Epoch 100 

Batch Size 64 
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Figure 4. LSTM Model test set and prediction values comparison time series plot. 

 

2.3.3. ARIMA model implementation  

As the second method created in the study, the ARIMA 

model aims to observe the forecasting performance by 

dividing the data set into training and test data sets at the 

same rate. According to the Akaike Information Criterion 

(AIC) criterion, in the stepwise search for the best ARIMA 

model, the lowest AIC value has been obtained with the 

ARIMA (0, 1, 1) model, as shown in Table 4. According to 

this model, past values (p=0) do not directly affect current 

values. It is assumed that the data are initially non-

stationary (d=1) and have a moving average (q=1). 

According to Figure 5, the time series is distributed 

between -8 and 11. Most of the residuals are concentrated 

around 0, suggesting that the model consistently fits the 

data. The residuals appear randomly distributed on the 

horizontal axis, concluding that the model has no 

autoregressive error. It is observed that the ARIMA (0, 1, 

1) model is generally compatible with the time series data. 

As a result of the model training, the time series and 

forecast region evaluation graph of the 277-day test data 

from 2023 is observed, as shown in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Standardised residual graph of data. 
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Figure 6. ARIMA model prediction. 

 

Tablo 4. Stepwise search to minimize AIC 

ARIMA(0,1,0) AIC = -12070.156 

ARIMA(1,1,0) AIC = -12099.264 

ARIMA(0,1,1) AIC = -12099.390 

ARIMA(0,1,0) AIC = -12071.055 

ARIMA(1,1,1) AIC = -12097.461 

ARIMA(0,1,2) AIC = -12097.461 

ARIMA(1,1,2) AIC = -12095.459 

ARIMA(0,1,1) AIC = -12099.961 

ARIMA(1,1,1) AIC = -12098.046 

ARIMA(0,1,2) AIC = -12098.049 

ARIMA(1,1,0) AIC = -12099.874 

ARIMA(1,1,2) AIC = -12096.046 

 

3. Results and Discussion 
Different metrics can be used to evaluate the performance 

of time series forecasting models, the most common of 

which are:  

Mean Squared Error (MSE): Expressed as the mean 

squared error, it is the average sum of squares between 

the predicted (ŷ) and actual (yi) values as equation 6. 

𝑀𝑆𝐸 =  
1

𝑁
∑(yi − ŷ)2

𝑁

𝑖=1

 
(6) 

 

Mean Absolute Error (MAE): Refers to the mean of the 

absolute value between the predicted actual values as 

equation 7.  
 

𝑀𝐴𝐸 =  
1

𝑁
∑|yi − ŷ|

𝑁

𝑖=1

 
(7) 

 

Root Mean Squared Error (RMSE): The square root of the 

root mean squared error is a better representation of the 

scale of the amount of error as equation 8.  
 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(yi − ŷ)2

𝑁

𝑖=1

  

(8) 

 

Mean Absolute Percentage Error (MAPE) Refers to the 

mean absolute percentage between the predicted and 

actual values as equation 9. 
 

𝑀𝐴𝑃𝐸 =  
1

𝑁
∑

|𝑦𝑖 − �̂�𝑖|

𝑦𝑖

𝑁

𝑖=1

 

(9) 

 

The comparison of metric values for the two models 

included in the study is observed in Table 5. 
 

Table 5. LSTM and ARIMA model performance metrics 

 MSE MAE RMSE MAPE 

LSTM Model  0.0374 0.1700 0.1936 0.1855 

ARIMA Model  0.0488 0.1968 0.2211 0.0419 

 

According to the comparative result metrics, both models 

have low MSE values, which supports the consistency of 

the models. The LSTM model has a lower MAE value than 

the ARIMA model, which means that the LSTM model 

makes less error on average. The results show that the 

LSTM model tends to produce estimates with less error 

and variation than the ARIMA model. The study compares 

the performance of LSTM and ARIMA models in time 
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series forecasting. The findings show that both models 

stand out in specific metrics. The choice of model depends 

on the prioritized metrics and the dataset's 

characteristics. The LSTM model generally produces 

fewer error and variation forecasts than the ARIMA 

model. In contrast, the ARIMA model tends to produce 

proportionally more accurate forecasts. The results of this 

study have important implications for investors. Deep 

learning models such as LSTM, improve decision-making 

processes for investors by reducing errors in price 

prediction. Such strategic approaches are also an indicator 

for ensuring risk management. Advanced forecasting 

models also provide portfolio optimization, conscious 

decision-making capabilities and competitive advantage 

for investors. Given the potential offered by deep learning, 

models such as the LSTM are essential for future time 

series forecasting. Future research could focus on 

comparing the performance of LSTM and ARIMA models 

on different data sets and combining them into a hybrid 

model. Developing advanced models for time series 

forecasting is also an essential area of research. 

Consequently, it is inferred that both LSTM and ARIMA 

models are practical tools for time series forecasting 

based on the literature. The flexibility of deep learning 

allows the development of customized models for 

different data types and time series problems. 
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