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Artificial Intelligence in Healthcare: Fall Risk Assessment in Older
Adults by Using Machine Learning Techniques

Highlights
« Fall risk prediction in older adults is performed using machine learning techniques such as Random Forest,
Decision Tree, and Adaptive Boosting.
«+ The prediction of falling in elderly individuals with less input will enable health professionals working in
this field to gain an advantage and save time.
< This study facilitates data prediction as it does not require a professional employee or clinical test in the
measurement and determination of selected inputs.

Graphical Abstract

Data Collection Machine Learning Models Results

Figure. Graphical Abstract
Aim
This study aims to facilitate the fall risk assessment process for health professionals to determine the fall risk factors
in elderly individuals and to make predictions.

Design & Methodology

In order to predict the risk of falling in the elderly, the Random Forest (RF), Adaptive Boosting (AB), and Decision
Tree (DT) methods are used. The experimental and predicted fall risk values are compared in terms of test results.
Besides physical and health factors of elderly people, FRAS and FES, questionnaire answers are used as input
variables to predict BBS values for fall risk.

Originality
Random Forest, Adaptive Boosting, and Decision Tree are compared in terms of prediction efficiency in detecting fall
risk using different input variables. Designing an artificial intelligence system that uses demographic characteristics

as well as answers to survey questions such as FES, FRAS, and BBS to determine the risk of falling in elderly
individuals will be a new contribution to the literature.

Findings
The R? (coefficient of determination) was 0.85 for training and 0.77 for testing the fall risk prediction of the RF model.
The coefficient of determination is also obtained as 0.75 and 0.87 for the training of the DT and AB models, and 0.72

and 0.63 for testing. It is observed that machine learning methods, such as RF, DT, and AB, can be used in fall risk
prediction.

Conclusion

The decision support systems that experts and elderly individuals can use in the coming periods can be designed by
using the machine learning methods and the input and output structure indicated in the article. The various scales
used in the clinic that evaluate the risk of balance and fall, besides the BBS, can also be used for output detection in
future studies.

Declaration of Ethical Standards
The author(s) of this article declares that the materials and methods used in this study do not require ethical committee
permission and/or legal or special permission.
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ABSTRACT

clinical features of people in the dataset.

This study aims to facilitate the fall risk assessment process of health profe
individuals, and to make predictions. Based on the results of fall predicti

developed to reduce the fall rates of elderly individuals.

Keywords: Fall risk, elderly adults, machine learning, Decision Treg
®

Saglik Hizmetinde Yapa
Teknikleri Kullanilara

Yaglilara daha bagimsiz bir yasam sagla;
sorunlardan biri diisme olaylaridir. Ris
Uzamasina, tibbi maliyetlerin art
hizmetlerine olan ihtiya¢ da a
teknikleri (Adaptive Boosti

Bu caligma, yash bireyleriighi
riski degerlendi jiicci

worldwide. The World Health Organization (WHO)
states that falls are among the most common health issues
in old age. Falls are one of the important problems related
to aging and are among the major causes of mortality and
injuries in the elderly [1]. It is stated that approximately
30% of people aged 65 and over experience a fall at least
once a year.

Our country is among the places where aging is rapid,
similar to developing countries. According to Turkish
Statistical Institute data, the total elderly population aged
65 and over was 6,895,385 (8.5%) [2]. Falls negatively
affect individuals both physically and psychologically.

*Sorumlu Yazar (Corresponding Author)
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Makine Ogrenmesi
rda Diisme Riski Tespiti

Z

in bixgok girisimde bulunulmaktadir. Bu yas grubundaki insanlarin karsilastigi temel
rasinda en sik goriilen kazalardan biridir ve hastanede kalis siiresinin
labilmektedir. Yasl niifusun artmasi nedeniyle, diismenin tespitine yonelik bakim

i, yash yetigkinler, makine 6grenmesi, Karar Agaci, Rastgele Orman Algoritmast

Falls that reduce the quality of life not only create fear
and anxiety in elderly individuals but also cause loss of
independence [3].

Some comorbid conditions (e.g., postural hypotension,
stroke, orthopedic diseases, visual impairment, anemia),
female sex, surgery, older age, a history of falls, muscle
weakness, impaired mobility, and polypharmacy are risk
factors for falls [4]. WHO classifies risk factors into four
categories: biological, behavioral, environmental, and
socioeconomic [5]. The following are recognized
behavioral risk factors: polypharmacy, fearful behavior,
and lack of physical activity. Decreases in physical
ability, balance issues, as well as problems with vision,
hearing, and cognitive loss, are examples of biological



risk factors [6]. Environmental-external factors are
caused by unfavorable physical conditions around the
individual. Environmental-external factors include
inadequate lighting, lack of handrails on the stairs inside
and outside the house, high stair steps, lack of grab bars
in the toilet and bathroom, slippery bathtubs, low toilets,
unstable carpets, and slippery floors.

It is known that two-thirds of falls in the elderly can be
prevented. It has been stated that identifying and
predicting risk factors is important to prevent falls.
Developing an extremely precise fall prediction model
could help lower the rate of patient falls, which would
reduce patients’ injury and unnecessary medical
expenses [7].

Rafiq et al. [8] found that the presence of caregivers,
dizziness, anti-inflammatory drug use, diabetes, low foot
sensation, heart failure, excessive alcohol consumption,
coronary artery disease, and low BMI were not
particularly related to the risk of falls in older people.

Although balance assessment systems are an important
tool to differentiate balance disorders, they are tiring and

time-consuming for clinicians. Machine learning can be
a useful and practical tool for clinicians to predict the risk
of falls in older adults [9]. It is important to determine the
risk factors that cause falls in elderly individuals and to
develop protective strategies to prevent falls. Early
detection of elderly people at high risk of falls is
necessary for the development of fall prevention
programs. In clinical routine, healthcare practitioners
must identify older people who are at higher risk of
falling by using a simple and efficient clinical method
[10].

In recent years, clinicians have preferred shorter, cost-
efficient, and more practical appli
machine learning-based techniques ha
in applications for prediction and di
strategies are also applieggin
system to learn from past

terms of the machine le

output variable
L

Table 1. The studies using machine learning techniques for fall risk prediction

Authors Method

Inputs

Outputs

Silva et al., 2024
[12]

Multilayer Perceptron (MLP), Multiple Linear
Regression (MLR), Random Forest (RF),
Random Tree (RT), K-nearest Neighbors
(KNN), and Least-Squares Support Sector
Regression (LS-SVR)

Ensemble Classification Model (ECM), Linear,
Naive Bayes Classifier (NBC), Binary
Decision Classification Tree, Discriminant
Analysis Classifier (DAC), KNN, Support
Vector Machine classifier (SVM)

Light Gradient Boosting Machine (Light
GBM), Adaptive Boosting (AB), LR, SVM,

Wang et al., 2023
[13]

Chen, Lingxiao
etal., 2023 [14]

RF
Chenetal., 2023  Logistic Regression
[15]
Yongjian et al., Gradient Boosting and Ridge Regression
2023 [16]
Sharmaetal., Tree-based and linear ML algorithms (eg,
2023 [17] XGBoost, CatBoost, logistic regression)

Langsetmo et al.,
2023 [18]

RF and the fine-gray model

lkeda et al., 2022
[19]

RF-based Boruta algorithm and the eXtreme
Gradient Boosting algorithm

EMG signals and dynamometer data

States wing time, and step time, gait speed,
trunk angle, step length, gait duration, Center
of Mass (COM)), toe clearance

Demographic factors, health status factors,
lifestyle factors, medication factors,
psychological factors, home environment
factors, physical functions, blood indices
Demographic, health status, medication,
lifestyle, psychological factors, socio
economic factors

Demographic characteristics, socioeconomic
status, and self-reported physical mental
health, health behaviors, social capital, and
community environment

Pharmaceutical information network,
population, and vitality statistics data and
hospitalizations emergency department visits,
physician visits/claims

History of fracture after 50 years of age, low
physical activity, shrinking, age, self-reported
race/ethnicity, height, weight, health status,
smoking status, walking speed, weakness,
poor energy, recalled height and weight at 25
years of age, and medication, dual-energy X-
ray absorptiometry

History of falls during the past year, self-rated
health, age, fear of falling, ability to stand up
from chairs, depressive symptoms, choking,
dry mouth, arthritis, difficulty in eating tough
foods, ability to climb stairs, sense of
coherence, incontinence, and number of
remaining teeth

BBS, fall risk

Fall risk

Occurrence of falls,
occurrence of fall-
related injuries

Fall risk

Functional
disabilities

Risk of fall

S-year risk of
competing
mortality,

S-year risk of hip
fracture

Index of
Competence,
Japanese Geriatric
Depression Scale,
sense of coherence
scale- fall risk




Table 1. (Cont.) The studies using machine learning techniques for fall risk prediction

Authors Method

Inputs Outputs

Lathouwers et al., Random Forest Classifier

Age, physical activity, gender, home Fall risk

2022 [20] ownership, housing issues, physical
vulnerability, social vulnerability, loneliness,
physical exertion, mental activity,
environmental vulnerability, home type
income, level of education, mental activity,
insecurity, psychological vulnerability, civil
status, surrounding density, feeling unsafe
Mishra et al., Logistic Regression, Decision Tree (DT), linear ~ ADL, IADL, MMSE, GDS, SF12, fall history, ~ Fall outcome (next 6
2022 [21] SVM, and RF, Shapley Additive Explanations,  age, gender, gait speed, FAP months)
SVM, KNN
Gokler et al., Adaptive Neuro-Fuzzy Inference System Risk values and risk classes Evaluation of spatial
2022 [22] (ANFIS) risks in nursing
homes
Makino et al., Decision-Tree Algorithm Age, sex, prescribed medication, lower limb Fall detection
2021 [23] pain, gait speed, and fall history, knee
osteoarthritis
Yoo & Oh, 2018  Atrtificial Neural Networks (ANNSs) Acceleration sensor data Fall detection
[24]
Aichaetal.,, 2018 Long Short-Term Memory (LSTM), and a Accelerometer data Fall risk
[25] hybrid of the two methods (ConvLSTM),
Convolutional Neural Network (CNN),
Razmara et al., ANNs Psychological factors and public factors Fall risk
2018 [9]
Deschamps etal.,  Decision-Tree Algorithm Gender, taking medications, functional Risk of a first fall
2016 [26] autonomy, impaired cognition, postural sway, (next year)
physical lifestyle, anthropometric measures,
and various systemic domains.
Vidigal et al., ANNSs Acceleration signals Elderly falls detection
2015 [27]

Silva et al. [12] used Random Tree (RT), Multilay
Perceptron (MLP), Random Forest (RF), K-
Neighbors (KNN), Least-Squares Support f Vec
Regression (LS-SVR), Multiple Linear R i

in elderly people. The pair of MLP a
prediction models that had 10 featur,

older Chinese individuals.
risk models for 3 year
machine learning aleQgi
among the fall-rel
was achieved
temperature

et access were only connected to
the fall-rel ry model. Yongjian et al. [16]
predicted the tional disability of older people using
machine learning techniques. The models that predicted
functional disability the best were Gradient Boosting and
Ridge Regression. Age, self-rated health, fall and posture
stabilization factors, and Parkinson’s and dementia
diagnoses were significant factors in both models.
Makino et al. [23] developed a Decision-Tree (DT)
algorithm for fall prediction. Age, fall history, prescribed
medication, fear of falling, sex, knee osteoarthritis, gait
speed, lower limb pain, and timed up and go tests were
used as input variables for fall prediction. Their findings
offered helpful information for early fall risk screening
and promotion of prevention methods. Razmara et al. [9]

rtfficial Neural Networks to predict the fall risk in

derly based on their physiological profile. The
osed model achieved effective results on the basis of
people’s physiological profiles, according to the
experimental outputs. Nait Aicha et al. [25] presented
models to predict fall risk in elderly people. Long Short-
Term Memory (LSTM), Convolutional Neural Network
(CNN), and a hybrid of the two methods (ConvLSTM)
were compared in terms of their performance. They
found that wearable sensor data was a useful tool for
assessing fall risk through deep learning models,
especially multi-task learning. Deschamps et al. [26]
developed a model based on DT algorithm to predict the
risk of first fall onset in one year. Their study presented
a prototype tool that gerontologists might readily use to
improve their assessment of the risk of first fall onset and
rank the most successful preventive techniques.

In the literature, it is observed that demographic factors,
health status, psychological factors, home environment
factors, and physical functions are commonly used as
input variables in the prediction models. In this study,
besides the physical and health factors of elderly people,
Falls Risk Assessment Score (FRAS), and Falls Efficacy
Scale (FES) questionnaire answers were used as input
variables to predict Berg Balance Scale (BBS) values for
fall risk. The aim of this study is to compare three
machine learning methods (Adaptive Boosting, Random
Forest, and Decision Tree) in terms of prediction
efficiency for fall risk detection using different input
variables. The design of an artificial intelligence system
that uses demographic characteristics as well as answers

use
the



to survey questions such as FES, FRAS, and BBS to
determine the risk of falling in elderly individuals will be
a new contribution to the literature.

The following sections present the remainder of this
study. The data analysis is given in the second section.
The methodology and machine learning techniques are
presented in the third section. The fourth section consists
of the results and discussion. The final section concludes
with a summary and suggestions for further research.

2. DATA ANALYSIS FOR FALL RISK
ASSESMENT

In this study, the experimental data of Menezes et al. [28]
were used. The BBS wvalues and fall history
(https://data.mendeley.com/datasets/3d4vr4dwijs/3) were
evaluated through clinical trials. Even though FRAS,
FES, and FRAT-up (Fall Risk Assessment Tool)
presented similar accuracy to that reported in the
literature [28-30], BBS, stands out from the others.
Therefore, BBS values are used as outputs of the
prediction model for this study.

2.1. Fall Risk Assessment in Older Adults

Fall risk assessment is a routine practice in healthcare for
the elderly, and special tests are used to determine the fall
risk. The Berg Balance Scale (BSS) and the Timed U
and Go Test (TUGT) are two of the tools that are mgs
frequently used in clinical practice [12]. Although ther,
are clinical tests that are scientifically accepted, ang
implemented, these analysis tools are subjectyfe

often take a long time to implement; theref

automation of this process can benefit heglthcare
professionals.

BBS values are used in the predictio ith values
ranging from 44 to 56 and a me 9. The

values (Table 2).
Table 2. Input variables an

Age 68 - 80
He‘(cy\ \y 149 - 180
Mass (kg) 47 - 93
Hearing los§” 0 1
Use of glasses/ lenses 0 1
History falls 0-5
Polypharmacy 0 1
FRAS 1 0 1
FRAS 2 0 1
FRAS 3 0 1
FRAS 4 0 1
FES 4 123
FES 6 123

Table 2. (Cont.) Input variables and their levels

FES 7 1 2 3 4
FES 8 1 2 3 4
FES 11 1 2 3 4
FES 13 1 2 3 4
FES 14 1 2 3 4
FES 15 1 2 3 4
Stressful life event 01 2 3 4

Table 2 shows some physical and heglth factors along
with the FES and FRAS questionnai
study, fifty-two individuals (85%

follow-up. The participagf
and the mean was 74. i

20, 38%) were the m
commonly rep experienced at least one

ious 12 months (52%, n =

, M = 36). The participants at the
reported having fallen at least once
48 participants (92%), whereas 12
9%) said they had fallen in the previous

tion of Input Variables

study, demographic information (age, body height,
and mass), the stressful life event, history of falls,
polypharmacy, hearing loss, use of glasses or lenses,
FRAS (1, 2, 3, 4), and FES (4, 6, 7, 8, 11, 13, 14, 15)
answers were selected as inputs. First, all demographic,
illness-related information, and some FRAS, FES
questions (totally 25 features) were considered. Their
importance levels were evaluated by using the SPSS
software. Finally, the features are selected whose
importance score is over 20%. As a result, 20 features are
used for the prediction models as inputs. The most
effective inputs are used to predict outputs (BBS values).
For this purpose, independent variable importance
analysis was performed using SPSS software. Figure 1
shows the most valuable features ranked according to
their importance score.

Normalized Importance
0% 20% 0% 6% 0% 100%

Importance

Figure 1. Input variables and importance ranking



In Figure 1, the importance scores for the output variables
are shown: namely body mass (which emerged as the
most effective parameter), hearing loss, FES 14, age,
height, FES 8, FES 11, FRAS 3, FES 15, history of falls,
use glasses or lenses, FES 6, FRAS 4, FRAS 2, stressful
life events, FES 7, FES 13, polypharmacy, FES 4, and
FRAS 1 were 100.0%, 97.7%, 93.5%, 93.0%, 92.0%,
82.0%, 77.0%, 71.5%, 64.7%, 61.5%, 57.9%, 57.5%,
57.1%, 56.1%, 55.9%, 47.4%, 38.8%, 38.0%, 26.5%, and
20.7%, respectively.

3. MATERIAL AND METHOD

In this study, the experimental data of Menezes et al. [28]
were used. The BBS values and history of falls
(https://data.mendeley.com/datasets/3d4vr4dwijs/3) were
evaluated for the machine learning algorithms. The steps
followed from data acquisition to the evaluation of
performance criteria are given in Figure 2.

Data Feature Data
acquisition » selection | ‘ normalization 9
|
- - - -

Figure 2. Steps of the modelling process

valuation of
g performance
criteria

Regressio
Analysis with
machine
learning
algorithms

Figure 2 shows the modelling processes such as data
acquisition, feature selection,
regression analysis with machine learning algorithmg
and evaluation of performance criteria.

3.1. Methodology of Fall Detection

Medical practitioners and physiotherapists us
several types of standardized and approv
to determine the patient's fall risk. The
Scale (BBS) is one such a
practitioners frequently utilize t

Medical
ntional
risk of falls.

he total of the 14
ine the final BBS
ges from O (unable) to 4
re each job. Fall risk is

100% fall risk. Between 21-40 points: that the person can
walk with help because there is a fall risk. Between 41-
56 points: it states that he can walk independently with a
lower risk of falling. The fall risk score (BBS) between
0-41 is generally considered a high risk of falling. This
score is considered for elderly patients who cannot walk
without any help. The cut off value of BBS score were
obtained as “45” for elderly who can live and walk
independently in their home in the literature [32].

The data set [28] that we used in our study deals with the
elderly individuals who can live independently in their
homes, so the scores they received were observed

data normalizati@,‘

between 45-56. Chiu et al. [33] revised the cut off value
as “47” in their study. It means that for these people, over
47 is low risk and under 47 is high risk. As a result, our
data set includes high and low risk BBS values for elderly
people who can live and walk independently in their
homes.

The Falls Efficacy Scale (FES) evaluates falling when
people are going about their daily lives both indoors and
in public. The questionnaire [34] assesses concern about
the potential of falling while participating in 16 different
activities on a scale from 1 to 4. The cutoff point to
determine whether participants were at a low or high risk
of falling was 23 points or more (sgnsitivity = 47%,
specificity = 66%) [29].

FRAS is a five-question questj
clinical variables. Higher ggoggs
a score range of 0 to 6.8 indi

“old); loss of balance
1); weak hand grip (yes =
spded in gait (yes = 1.5). Considering

payticipants' risk of falling was

beforg the study's completion [36]. In elderly individuals,
gemographic changes such as age and body weight are
selected as inputs to estimate the risk of falling because
they are associated with loss of balance.

3.2. Machine Learning Techniques for the Prediction
of Fall Risk

In this study, machine learning techniques such as
Random Forest, Decision Tree, and Adaptive Boosting
are used for the prediction model.

Random Forest

The Random Forest (RF) method is based on the values
of random vectors sampled independently of each tree it
contains, the pseudocode of the RF algorithm [37]. Itis a
combination of tree predictors with the same distribution
for trees in the forest. Training and testing stages are used
for RF design, similar to other supervised machine
learning techniques. This algorithm performs the process
by extracting predictions from the labeled training data to
predict the label of new unlabeled input data. During the
operations, a generalization error is obtained for forests.
The generalization error of a tree classifier forest depends
on the strength of each tree in the forest and the
correlation between trees. The general result gets closer
based on the generalization error as the number of trees
in the forest increases [38, 39] . RF provides a random
approach to the tree model when expanding trees. Using
this method, when segmenting a tree node, the algorithm
searches for the best feature within a random subset of
features instead of looking for the most important feature
in the tree. One of the most important advantages of RF



is that it can provide solutions to both regression and
classification problems, which form the basis of other
machine learning algorithms [40].

Decision Tree Algorithm

The Decision Tree (DT) consists of three main parts
called nodes, branches, and leaves. The first node that has
no input is defined as the root node. Nodes whose outputs
are inputs to another node are called internal nodes;
nodes whose outputs are not inputs to another node are
called leaf nodes. In the decision tree, each internal node
is split into two or more parts. Decision tree algorithms
generate a tree structure with a minimum error rate [41].
Determining the branch-splitting criteria in decision tree
structures is of great importance to increase the success
rate of the algorithm. Some approaches such as
information gain, chi-square statistic, and GINI index are
the preferred approaches in determining splitting criteria
[42]. One of the approaches used to enhance the
performance of the decision tree is the pruning method.
The pruning method simplifies the tree structure and
reduces complexity by eliminating sub-trees that have
low statistical validity. Many DT algorithms such as
C4.5, C5.0, ID3, and classification and regression trees
(CART) have been developed since the automatic

performance dependent on the previous one [46]. Equal
weighting factors are used to train the initial weak
learner; these weighting coefficients will be adjusted in
subsequent boosting rounds. The weights of the cases
with poor predictions increase while those with good
predictions decrease [47].

The prediction models developed in this study were
performed using RF, DT, and AB algorithms with the
Python programming language and the Scikit-Learn
1.3.1 library [44]. The maximum depth parameter is
defined as 3 for both the Decision Tree and Random
Forest, with the minimum sample leaf parameter defined
as 4 for the Decision Tree and 2 for thg Random Forest.
The Adaptive Boosting algorithm

4. RESULTS AND DI
Adaptive Boosting,

alized into a predetermined

range. Thd®i current study were scaled
using the tnax— od to fit into the range [0,1]. The
analysi ctéd by using the 5-fold cross
vali n for each algorithm. 5-fold cross-

Table 3. Performance criteria for Random Forest, Decision Tree and Adaptive Boosting models

Random Forest

Decision Tree Adaptive Boosting

Performance

criteria Training Testing Training Testing Training Testing
MAE 0.72 0.94 0.89 1.01 0.84 1.13

MAPE 1.38 1.80 1.69 1.91 1.56 2.14

MSE 1.16 1.89 1.88 2.09 1.01 2.55

RMSE 1.07 1.27 1.37 1.37 1.00 1.52

R2 0.85 0.77 0.75 0.72 0.87 0.63

interaction detector (AIDY algor ]. The CART  validation uses the complete dataset for part-to-part

dex appi¥ach as a splitting
by splitting without
ompletion of splitting,

root is performed (e.g.,

Adaptive B (AB) is the boosting technique
introduced by JFreund and Schapire [45]. The most
frequently used kind of boosting algorithm that improves
several poor learners , into a single robust learner is the
adaptive boosting technique. Adaptive Boosting
(AdaBoost) can be used for both classification and
regression problems.

In this study, AdaBoost.R2 which is one of the boosting
algorithms for regression problems was used. The final
prediction in AdaBoost.R2 is a weighted mean of the
predictions made by each weak learner. The algorithm
works by feeding the information from the previous
weak learner to the next, improving the previous learner's
error, thereby making a particular weak learner's

training and validation, instead of dividing the dataset at
random. The data set is depicted for cross-validation in
Figure 3.

Folding_1

220 | %20 | %20 ‘ %20 H %20 |

Folding_2 |%20 H %20 H %20 H %20 H %20 ‘

Testing set

]
[ rining st

Folding_3 | %20 ‘ %20 | %20 ‘ %20 %20 ‘

Folding 4 | %20 %20 %20 %20

%20 |

Folding_5

%20 |

%20 ‘

%20 |

%20 |

%20 |

Figure 3. Using 5-fold cross-validation and data set splitting

There were fifty-two elderly people in the original
sample. There are five equal sets to these fifty-two data
points. This indicates that every part has ten data points,
and the folding operation is carried out five times. 20%
of the data from elderly people is utilized for validation
in the first fold, while the remaining data is used for
training. Likewise, the second subset is used for
validation in the second fold. The remainder of the



folding is done in this manner, as seen in Fig. 3. Thus,
overfitting of the model is avoided by using cross-
validation by folding the dataset. Since the training
procedure is carried out using various training sets each
time, the training results are more generalized and robust
[48].

The performance criteria were evaluated, including mean
absolute error (MAE), mean absolute percentage error
(MAPE), mean square error (MSE), root mean square
erros (RMSE) and coefficient of determination (R?)
(Table 3).

The Random Forest approach achieved a high coefficient
of determination for training (0.85) and testing (0.77).
MAPE and MSE values were found to be 1.38 and 1.16
for training and 1.80 and 1.89 for testing, respectively.
The Decision Tree approach also achieved a high
coefficient of determination for training (0.75) and
testing (0.72). MAPE and MSE values were found to be
1.69 and 1.88 for training and 1.91 and 2.09 for testing,
respectively. These values are also effective for precise
prediction models. The Adaptive Boosting algorithm
achieved a high coefficient of determination (0.87) for
training; however, a low value for testing (0.63). MAPE
and MSE values were 1.56 and 1.01 for training and 2.14
and 2.55 for testing, respectively. Coefficient of

determination and MSE values are also depicted in.

Figure 4 and Figure 5. °
1
0,9
0,8
0,7
0,6
0]
o 0.9
o 0,4
]
> 0,3
& 0,2
0,1
0
Random Forest Decision Tree Adaptive
Boosting

EMTraining MTesting

Figure 4. Coefficient alues for RF, DT and

AB training and tesﬁ resu

3

1,5
1

N EE
0

Random Forest Decision Tree

MSE Values

Adaptive
Boosting

EmTraining mTesting
Figure 5. MSE values for RF, DT and AB training and
testing results

Figure 4 shows that the RF and DT models' predicted fall
risk values closely match the experimental results for

testing. The R? values are obtained as 0.77 and 0.72 for
testing the fall risk prediction of the RF and DT models,
respectively. These values are higher than the results of
the AB algorithms. The R? values are obtained 0.85 and
0.75 for training of RF and DT models. Similarly, the
MSE values are obtained as 1.89 and 2.09 for testing the
RF and DT models. These values are smaller than the
results obtained using the AB algorithm (2.55) for testing
(Figure 5). Although the results of the three algorithms
are generally reasonable, RF and DT perform better
based on the test results. BBS was the most reliable
method for screening the risk of falling, due to the highest
predictive accuracy among the FRA approaches, whereas
the other methods presented limited i i
[30]. According to the results, it is obse
learning methods, primarily
method, can be used in ﬁﬂr'

5. CONCLUSION

reat importance in the
the strategies necessary for
s and the secondary problems
study, alternatives for using
chniques to evaluate the risk of
he score of the BBS were obtained,

ot require a professional employee and clinical
the measurement and determination of selected

The prediction of falling among elderly
individuals with less input will enable health
professionals working in this field to gain a time
advantage. The prediction of falls in the elderly and the
implementation of measures to prevent them will serve
to decrease the health issues that result from falls.

Using the machine learning methods and the input and
output structure indicated in the article, decision support
systems can be designed for use by experts and elderly
individuals in the coming periods. In future studies, the
various scales used in the clinic that evaluate the risk of
falling, besides the BBS, can also be used for output
detection . The other machine learning techniques that
have good results in the literature can be used and
compared with each other.
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