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Abstract 
The impact of advancing technology has led to an increased interest in the automatic detection of human 
emotions in various industries. Emotion recognition systems that use facial images are important for meeting 
the needs of various industries in a wide range of application areas, such as security, marketing, advertising, 
and human-computer interactions. In this study, automatic facial expression detection was performed for seven 
different emotions (anger, disgust, fear, happiness, neutrality, sadness, and surprise) from facial image data. The 
process of the study was as follows: (i) preprocessing the image data with image grayscale and image 
enhancement methods, (ii) feature extraction by application of gradient histogram, Haar wavelet transform, and 
Gabor filtering methods to the preprocessed image, (iii) modeling the feature sets obtained using the three 
different feature extraction methods using a Convolutional Neural Network method, (iv) calculating the most 
successful feature extraction method for the detection of the seven different emotions with the Convolutional 
Neural Network. The experimental results showed that the Gabor filter feature extraction method had an 
accuracy rate of 83.14%. Comparison of the present results with other studies confirms that the developed model 
contributes to the literature by improving the recognition rate, dataset size, and feature engineering methods. 
Keywords: Gabor filter, Haar Wavelet, Gradient Histogram, emotion recognition from facial expression, 
Convolutional Neural Network 

 

Farklı Özellik Mühendisliği Yöntemleri Kullanarak Yüz İfadelerinden Evrişimsel 
Sinir Ağı Tabanlı Duygu Tespiti 

Öz 

Gelişen teknolojinin etkisiyle, insan duygularının otomatik olarak algılanması çeşitli sektörlerde büyük ilgi 
görmektedir. Yüz görüntülerinden duygu tanıma sistemleri, güvenlik, pazarlama, reklamcılık ve insan-
bilgisayar etkileşimi gibi çok çeşitli uygulama alanlarında çeşitli endüstrilerin ihtiyaçlarını karşılamak için 
önemlidir. Bu çalışmada, yüz görüntüsü verilerinden 7 farklı duygunun (kızma, iğrenme, korku, mutlu, nötr, 
üzgün ve şaşkın) otomatik ifade tespiti gerçekleştirilmiştir. Çalışmanın işlem adımları şöyledir: (i) görüntü 
verilerinin görüntü gri tonlama ve görüntü iyileştirme yöntemleri ile ön işleme uygulanması, (ii) ön işlem 
uygulanan görüntüye Gradient Histogram, Haar dalgacık dönüşümü ve Gabor filtre yöntemlerinin uygulanarak 
özellik çıkarımı yapılması, (iii) üç farklı özellik çıkarma yöntemi için elde edilen özellik setlerinin Evrişimsel 
Sinir Ağı yöntemi ile modellenmesi, (iv) yedi farklı duygunun tespitinde en başarılı özellik çıkarım yönteminin 
Evrişimsel Sinir Ağı ile hesaplanmasıdır. Yapılan deneysel çalışmalar sonucunda Gabor filtresi özellik çıkarma 
yönteminin %83,14 doğruluk oranı ile başarılı olduğu tespit edilmiştir. Bu yöntemlerin sonuçları ile diğer 
çalışmaların sonuçları karşılaştırıldığında, geliştirilen modelin tanıma oranı, veri kümesi boyutu ve özellik 
mühendisliği yöntemleri açısından fark oluşturarak literatüre katkı sağlamaktadır. 
Anahtar Kelimeler:  Gabor filtresi, Haar Dalgacığı, Gradyan Histogramı, yüz ifadesinden duygu tanıma, 
Evrişimsel Sinir Ağı 
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1. Introduction 

Emotion detection through facial expression analysis is the process of discerning an individual’s 
emotional state by examining the expressions exhibited on their face. These expressions often 
reveal fundamental emotions, such as happiness, sadness, anger, fear, disgust, and surprise. 
Emotion detection from facial expressions is significant for a multitude of industries, including 
security, behavior analysis, and risk assessment, where it aids in threat detection. It also plays 
a pivotal role in marketing and advertising by enabling the measurement of consumer reactions, 
the evaluation of product impact, and the optimization of marketing strategies [1]. 

Paul Ekman, a seminal figure in the emotion detection field, has dramatically influenced various 
scientific disciplines through his pioneering work on micro-expressions, lie detection, and the 
correlation between emotions and facial expressions. Ekman’s research has included the 
creation of a facial muscle map that delineates the basic emotions of happiness, disgust, anger, 
fear, surprise, and sadness (excluding a neutral expression) [2]. This universalized framework 
for facial expressions has revolutionized human–computer interactions, particularly as recent 
studies have leveraged artificial intelligence techniques to enable computers to perceive and 
accurately interpret emotions. These studies have extended the application of emotion detection 
to individuals with schizophrenia [3], autism spectrum disorder [4], and depression [5]. 

The importance of emotion detection methods lies in their ability to facilitate accurate mutual 
comprehension between humans and computers. Facial Expression or Emotion Recognition has 
emerged as a significant facet of machine learning by offering diverse applications in 
healthcare, human-computer interaction, and gaming. However, a review of previous research 
reveals that emotion classification remains challenging, mainly due to the lack of computerized 
training images for emotions and the static nature of images [6]. Previous studies [6, 7, 8, 9] 
have underscored the complexities arising from the considerable overlap among Ekman’s 
emotion classes, such as the similarities between fear and surprise in eyebrow movement or the 
shared characteristics of happiness and anger in eye-contour wrinkling. 

In human–computer interactions, facial emotion recognition systems hold promise for 
personalizing user experiences, analyzing emotional responses, and delivering adaptive 
interactions. Achieving this potential requires the integration of computer vision, artificial 
intelligence, and machine learning techniques. As depicted in Table 1, recent research 
underscores the critical role of feature extraction methods in distinguishing between Ekman’s 
distinct emotions. Consequently, further studies are needed. 

1.1.Literature Review 

The available literature shows that the first studies on understanding human emotions came 
from the fields of psychology and sociology, as well as medicine. Ralph Adolphs et al. [1] 
investigated whether damage to a specific brain region, the amygdala, affects face-based 
emotion recognition In the last twelve years, difficulties in recognizing facial expressions by 
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computers have been recognized, raising the importance of accurate recognition of Ekman’s six 
emotions, especially with artificial intelligence. Shinde and Pande [10] modeled the features 
obtained by a 2D Gabor filter with Support Vector Machine (SVM) and Neural Network 
architecture in an appearance model for preprocessing and feature extraction and considered a 
hybrid model and application of a neural network classifier. Kaburlasos et al. [11] masked the 
face image by applying a Viola-Jones face detector and then performed segmentation using an 
orthogonal moment method with a K-Nearest Neighbour (KNN) classifier and obtained 61.81% 
accuracy for neutral, 60.42% for fear, 61.36% for happiness, and 51–58% accuracy for other 
emotions. Piparsaniyan et al. [12] applied Principle Component Analysis (PCA) analysis with 
a geometric feature-based method for face images and introduced a facial emotion recognition 
method based on Gabor-based features and an efficient Bayesian classifier for multi-class 
classification. The proposed method achieved an overall accuracy of 96.73%, especially for the 
JAFFE database. Burkert et al. [13] obtained 99.6% accuracy on the CKP face dataset and 
98.36% accuracy on the MMI dataset using Deep CNN in a 3-step system they proposed using 
convolution with 64 different filters, pooling normalized by Local Response Normalization 
(LRN), and two FeatEx blocks. Yu and Zhang [14] modeled the feature set obtained by 
Standard Histogram Equalization, Linear Plane Fitting, Normalization, and Zero Mean Unit 
Variance Vector processing steps with CNN and reported accuracies of 68.12% for anger, 
21.95% for fear, 83.16% for happiness, 68.97% for a neutral expression, 54.55% for sadness, 
and 62.16% for surprise. Li et al. [15], by segmenting the facial region into areas, also showed 
that the method provided good performance for micro-expression detection of emotional states 
in the CASME spontaneous micro-expression database.  

Matlovic et al. [16] used EEG data to capture participants' brain activity and achieved 53% 
accuracy in emotion classification. Xiang and Zhu [17] exploited the intrinsic correlation 
between face detection and facial expression recognition and concluded that the reliability 
coefficient of Face Emotion Recognition (FER) based on face detection with a Multi-Task 
Cascaded Convolutional Networks (MTCNN) model is low for both patient and healthy 
participant groups. Greche et al. [18] successfully used the L1 norm (Manhattan distance) and 
the L2 norm (Euclidean distance) for newly labeled data with 0% redundancy with the face 
tracking of the Kinect sensor. Kumar et al. [19] improved contrast using the Haar Wavelet 
Transform method with a genetic algorithm and Fuzzy-C Means and achieved a detection rate 
for phrase recognition of nearly 100%. Chang et al. [20], who used image intensities and 
ExpoNent CNN imaging conditions to develop a 3D morphable model for the data obtained 
with EmotiON-17 emotion recognition tests, reported much faster results than those achieved 
with ExpoNent alternatives. Jain et al. [21] produced an extended deep neural network for facial 
emotion recognition that yielded average results similar to those reported in other studies in the 
literature. Xie et al. [22] proposed a model using a deep multipath convolutional neural network 
with CNN and obtained 43.38% accuracy for JAFFE data, 24.44% for SFEW data, 49.10% for 
CK+ data, 52.75% for TFEID data.  

Hammed et al. [23] achieved 50% accuracy using filters for noise reduction, localizing and 
extracting the face region for face detection, normalizing the color and size of the images, and 
enhancing the image with Histogram Equalization. Porcu et al. [24] achieved 83.30% accuracy 
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with a VGG16 CNN model with data augmentation. Tsai et al. [25] developed CNN and an 
adaptive exponentially weighted average ensemble (AEWAE) model with a Face Frontalization 
method and a Face cropping algorithm and achieved accuracies of 62.19% for anger, 96.55% 
for disgust, 71.31% for fear, 86.36% for happiness, 56.23% for sadness, 84.06% for surprise, 
and 67.52% for a neutral expression. Almeida and Rodrigues [26] used a VGG 16-CNN model 
with a Haar-like feature selection technique and found accuracies of 90.6% for anger, 96.55% 
for disgust, 77.1% for fear, 100% for happiness, 86.2% for sadness, 92.5% for surprise, 82.1% 
for a neutral expression, 91.8% for a stress condition, and 92.2% for an unstressed condition. 
Shabbir and Rout [27] obtained 65.08% accuracy with a DCNN Optimized Tuning Strategy 
model with data augmentation. Kadakia et al. [28] used the GrabCut algorithm to reduce noise 
in the dataset and achieved accuracies of 99% for anger, 95% for fear, 100% for happiness, 
94% for sadness, 98% for surprise, and 82.1% for a neutral expression using a combination of 
VGG16 deep learning and a Local Interpretable Model-Agnostic Explanations (LIME) model. 
Lee et al. [29] developed pre-trained VGG-16, VGG-19, and Xception models with the 
ImageNet database to attain a final average accuracy of 93.56±1.38%. Yaddaden et al. [30] 
modeled the feature set obtained from Local Binary Pattern and HOG using principal 
component analysis and locally linear embedding methods with a multi-class SVM classifier 
and obtained an accuracy rate of 87.26–95.49%.  

These past studies in the field of facial expression recognition have highlighted several 
challenges, such as insufficient training data and the overlap of emotions with similar 
expressions. In particular, the large overlap between the classes proposed by Ekman makes 
classification difficult. In the present study, we aimed to extract meaningful features that would 
enable us to distinguish between seven different emotions using different techniques. Our goal 
HOG feature extraction methods with CNN architecture, with the belief that a CNN model 
could reveal a feature extraction method that would give the most meaningful features for all 
seven different emotions and that would overcome the current classification difficulties. The 
critical studies referenced for this research included one that employed Histogram Equalization 
for detecting local data in facial regions using filters [36]. The CNN architectures modeled for 
detecting different emotional expressions also provided valuable insights for this study [37-39] 
and served as significant references in this research [40-42]. 
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Table 1: Literature review on emotion detection from facial expression. 

Study Model Result (%) 
[31] SVM 93.00 

 
[11] 

 
Bayesian 

Anger: 100  
Disgust: 96.77  
Fear: 93.54  
 
Happy: 96.77  
Neutral: 96.77  
Sad: 96.66  
Surprise: 96.77 
 
 [12] CNN  
 
CKP: 99.60 
CK+ dataset: 95.60 

 

[13] Genetic Algorithm + Fuzzy C-
means 

 
JAFEE dataset: 88.08 

[32] Sparse Representation-based 
Classification (SRC)  

Average of scores:94% 

[15] Deep Attentive Multi-path 
CNN 

CK+: 43.38 JAFFE: 99.32 
TFEID (6 Class): 93.65% 
TFEID(7 Class): 93.36 
FER 2013:71.10 
 
SFEW: 42.30  
BAUM-2i(6 class):67.92 
BAUM-2i (7 class):61.52 

[16] 
 
Generative Adversarial Network    83.30 

[33] SVM 

 
 
CK :97.14 
JAFFE : 92.53 TFEID : 
98.9% CK+ :97.94% MMI : 
83.12% 

[34] SVM 

 
 
TFEID: 97.01, JAFFE:98.59, 
KDEF:96.54, CK+:100, 
Oulu-CASIA :100 

[19] Transfer learning in DCNN 

 
KDEF dataset: 76.24 
SFEW dataset: 52.26 

[35] SVM 78.37 

This study leveraged a dataset comprising 14,000 images representing seven emotions and 
employed Gabor filtering, Haar wavelet, and HOG preprocessing techniques. The extracted 
features were subsequently subjected to CNN modeling, allowing us to identify the most 
effective method for detecting the seven distinct emotions.  
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The remainder of this article unfolds as follows: Section 2 introduces our proposed 
methodology, Section 3 presents our experimental results, and the subsequent sections provide 
a discussion, conclusions, and future research directions. 

2. Material and Methods  

2.1. Dataset 

In this study, we utilized a FER dataset, comprising 14,000 image samples with dimensions of 
48×48 pixels and encompassing seven emotional expressions: anger, disgust, fear, happiness, 
neutrality, sadness, and surprise. The dataset maintains a balanced distribution, containing 
precisely 2000 images for each emotion class [43]. 

 

2.2.Feature Engineering Process 

We initially performed image grayscale conversion and applied image enhancement procedures 
to facilitate feature extraction from the dataset. These enhancement techniques involve filtering 
operations aimed at accentuating specific image details. Following these preprocessing steps, 
the resulting images were subjected to three distinct feature extraction methods: Gabor filtering, 
Haar wavelet transformation, and HOG. Our aim was to identify the most effective technique 
for extracting significant features representing emotional expressions within facial images. 

2.2.1. Feature Engineering Process with Gabor Filter 

After applying the preprocessing steps to the data, the Gabor filter was used to extract features 
from the data. The Gabor filter is a linear filter formed by the product of a harmonic function 
and a Gaussian function. 

x' = xcosθ +ysinθ                             (1) 
y '= −xsinθ +ycosθ        (2) 

From equation (1) and equation (2), the Gabor filter is implemented by equation (3). 

                 g(𝑥, 𝑦; λ, θ, ψ, σ, γ) = exp 2(	#
!"	$	%"&	'!")

&)"
3 𝑐𝑜𝑠 2&*	(+	,	)	

-	
+ ψ3	                       (3) 

where λ is the wavelength factor of the cosine value, θ is the direction of the Gabor function, ψ 
is the phase offset, and γ is the spatial angle of view. When Gabor filters with various 
orientations are applied to the target image, they produce different angular components derived 
by convolving the filtered images with the target image and averaging them [44, 45]. Figure 1 
illustrates the outcome of applying Gabor filters to a sample image in our study. 
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Figure 1. A sample of Gabor Filter image. 

2.2.2. Feature Engineering Process with Haar Wavelet 

The Haar wavelet transform is a fundamental and straightforward wavelet transform 
technique with extensive applications, particularly in image processing. The Haar wavelet is 
non-continuous, rendering it non-differentiable, but it excels in the analysis of signals 
featuring abrupt transitions. The Haar transform involves a staged sampling of matrix rows 
that enables low-resolution samples to effectively capture the localized features inherent in 
high-resolution signals [46]. The Haar wavelet's mother wave function ψ(t) can be defined as 
in Equation 4. 

ψ(t) 	= :
1			0	 ≤ 	t	 < 	 .

&
	 ,

1	 .
&
	≤ 	t	 < 	1,

0	𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

        (4) 

The scaling function φ(t) can be defined in Equation 5. 

ϕ(t) 	= :
1			0	 ≤ 	t	 < 	 .

&
	 ,

1	 .
&
	≤ 	t	 < 	1,

0	𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                    (5) 

 

In terms of image decomposition, the algorithm used in one dimension transforms a 
two-element vector into [x(1), x(2)]  T and [y(1), y(2)]  T as in Equation 6. 

                                         F𝑦(1)𝑦(2)H = 𝑇 F𝑥(1)𝑥(2)H 		𝑤ℎ𝑒𝑟𝑒	𝑇 =
.
√&
	 J1 1
1 −1L	                  (6) 

A matrix with rows that are orthogonal to each other is orthogonal. The inverse of this type of 
matrix is the same as its transpose; therefore, T −1 = T TT  The vector x can be recovered by 
associating it with the vector y in Equation 7 [47]. 



CNN-Based Emotion Recognition from Facial Expressions with Different Feature 
Engineering Methods 

80 
 
 

 

                                   F𝑥(1)𝑥(2)H = 𝑇0 F𝑦(1)𝑦(2)H                                     (7) 

In this study, using the 2D data in Equation 8, the 2×2 matrices x and y are transformed by T. 
First, the columns of the x matrix are multiplied by T, and then the rows of the result are 
multiplied by T to obtain y = TxTT. In the next step, x = TTyT and y = TxTT are found. 

                                                      x = TTyT                                      (8) 

 

Figure 2. A sample of Haar Wavelet image. 

To apply this transformation to the entire image, pixels are grouped into 2×2 blocks, and 
Equation 7, along with the subsequent steps, is applied to each block. To visualize the outcome, 
the top-left components of y within the 2×2 blocks are aggregated to create the top-left sub-
image shown in Figure 2. The same procedure was repeated for the components in the other 
three positions. 

2.2.3. Feature Engineering Process with HOG 

The gradient orientations in each region of an image are computed to calculate the shapes and 
patterns of the objects. The magnitude (𝑔) and orientation θ of each pixel are then calculated 
as in Equation 9. Equation 10 represents the vertical gradient, and 𝑔# is the horizontal gradient 
[48, 49]. 

     𝑞	 = 	O𝑔#	& + 𝑔'&       (9) 

     𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 1#
1$
		 	 	 	 		(10) 

The image is divided into cells to compute the spatial information of the oriented gradients and 
to provide robustness to noise. The gradient magnitudes of the pixels for each cell are then 
calculated. Since the values of the histograms are based on the magnitudes of the gradients, 
any change directly affects the values of the histograms. Therefore, block normalization is 
applied to the histograms. The normalized histograms are then combined, as in Equation 11, 
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to create the final feature vector. In Equation 11, b denotes the number of blocks and ⊕ stands 
for concatenation. Figure 3 shows the result of applying HOG to a sample image. 

    𝑓234 =	 [𝑓.234 ⊕⋯⊕𝑓5234]                    (11) 

 

Figure 3. A sample of HOG chart. 

2.3. CNN Architecture 

The most commonly used CNN architectures for analyzing visual images are specifically 
designed to process pixel data and utilize a mathematical operation known as a convolution in 
at least one layer, rather than relying on general matrix multiplication, as shown in Figure 4 
[41, 42]. This study employs a specialized CNN for emotion detection from facial images. This 
type of custom CNN tailors the layers, filters, and hyperparameters to address the specific 
requirements of the task, often resulting in a model that is more efficient and better suited to 
the dataset. 

In this work, the input layer receives image data, reshaped to a fixed size of 48×48 pixels for 
each feature extraction method. The convolutional layers extract features from the input image 
by applying filters. The numbers and sizes of the filters, along with the stride and padding 
values, were customized for our specific problem. Nonlinear activation functions, typically 
Rectified Linear Unit (RELU), were applied after each convolution to introduce nonlinearity 
into the model. Pooling layers were then employed to reduce the spatial dimensionality of the 
data, thereby reducing the computational load and mitigating overfitting. Following the 
convolutional and pooling layers, the extracted features were passed into fully connected layers, 
ultimately mapping the learned features. Dropout layers were incorporated to prevent 
overfitting and randomly deactivating neurons during training. The output layer employed a 
softmax activation function for classification tasks to produce the final prediction across seven 
classes. 
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Figure 4. The general CNN architecture. 

2.4. Evaluation Metrics 

This study used accuracy, precision, sensitivity, and F1-score values to evaluate the 
classification performance based on the feature sets [50, 51].  

Accuracy is the ratio of correctly predicted observations to total observations. It is one of the 
most commonly used and intuitive metrics, mainly when the data are balanced, as in Equation 
12. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 0678	9:;<=<>8;	$	0678	?81@=<>8;
0:=@A	35;86>@=<:B;

             (12) 

Precision is the ratio of correctly predicted positive observations to the total predicted positive 
observations. It assesses the accuracy of the model’s optimistic predictions, as in Equation 13. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 0678	9:;<=<>8;
0678	9:;<=<>8;$C@A;8	9:;<=<>8;

             (13) 

 

Recall is the ratio of correctly predicted positive observations to the total number of 
observations in the actual positive class. This indicates how well the model captures positive 
instances, as in Equation 14. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 0678	9:;<=<>8;
0678	9:;<=<>8;$C@A;8	?81@=<>8;

             (14) 
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The F1-score is the harmonic mean of precision and sensitivity. Balancing these two metrics 
provides a particularly useful performance measure, especially in imbalanced datasets, as 
shown in Equation 15. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×	968D<;<:B	×F8D@AA
968D<;<:B$F8D@AA

                   (15) 

A confusion matrix was used to depict the performance of each model in terms of correct and 
incorrect predictions for each class in this study. 

2.5. The application steps 

The process steps applied in this study are shown in Figure 5. 

 

Figure 5. Experimental flow chart. 
 

Figure 5 shows an original image with a facial expression obtained in the first step. In this step, 
color images were converted to grayscale and enhanced with various techniques to improve 
image quality. In the second step, feature extraction was performed. The methods used were 
Gabor filtering, Haar wavelet transformation, and HOG. These methods were applied to extract 
various meaningful features from the facial expression in the image. In the third step, the image 
was segmented according to the extracted features. Segmentation was also performed using 
Gabor, Haar, and HOG. The extracted and segmented feature sets (Gabor, Haar, and HOG 
features) were trained with a custom CNN model. The results of each model classified the 
emotions shown (surprise, happiness, fear, neutrality, sadness, disgust, and anger). For each 
method, the accuracy and success results are also provided. This flow analyzes facial 
expressions using different preprocessing and feature extraction techniques to perform emotion 
recognition using CNN. The goal is to achieve the best results with each method. 

3.Results and Discussion 

As shown in Figure 6, the segmentation process was applied to images with a Gabor filter, Haar 
wavelet, and HOG. Because emotional expressions are usually concentrated in some areas of 
the face, segmentation becomes an essential step in that it separates different regions of the 
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face, such as the eyes, nose, and mouth, thereby allowing for a more detailed analysis of 
expressions in these regions. 

 

Figure 6. Segmentation result obtained from an image using Gabor filter (a), Haar 
wavelet (b), HOG (c) methods. 

In Figure 6, a sample image with feature engineering processes applied has been segmented 
after applying Gabor filter (a), Haar wavelet (b), and HOG (c) methods. 

3.1. Modeling Results with CNN 

The image size of the three feature extraction methods in CNN modeling is 48 × 48 pixels. 
After modeling CNN on our dataset of 14,000 images (consisting of 2000 images from each of 
the seven basic emotion classes), 70% were used for training and 30% for testing. To prevent 
the model from overfitting during training and to evaluate the overall performance of the model, 
30% of the training data were divided into validation data. Therefore, 70% of the training data 
were used for training the model and 30% for validation. The hardware specifications for the 
computer used for the experimental studies were an Intel(R) Core (TM) i7-6600U processor 
with a base frequency of 2.60 GHz and a maximum speed of 2.81 GHz. The system had 16 GB 
of installed RAM (15.6 GB usable). The operating system was Windows 10 Pro, 64-bit 
architecture, version 19045.4780. Spyder 3.5 was used for the software environment during the 
experimental studies. When the validation loss ceased to improve, the training process was 
stopped using the early stopping feature of the models with 100 iterations, which helped prevent 
the model from overfitting the training data. This saved computational resources and time while 
still achieving a well-performing model. In Table 2, the values given are the optimum values 
that provided the most successful results for CNN modeling in this study. 
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Table 2. Optimum parameter values for CNN modeling. 

Parameters Value 
Convolutional kernel size (3, 3) (5, 5), (3, 3) 
Number of convolution units 64, 128, 512, 512 
Max pooling kernel size (2, 2) 
Number of epochs 50 
Activation function RELU 
Optimizer Adam 
Learning rate 0.001 
Initial learning rate 0.1 
Dropout rate 0.25 
Weight decay 0.0001 
Fully connected layers (number of neurons) 256, 512  

Fully connected layers (number of layers) 2 

 

3.1.1.CNN modeling results of the feature set obtained with Gabor filter 

The Gabor-filtered images were segmented and then modeled with CNN. The model 
performance is shown in Figure 7. 

 

Figure 7. (a) Loss function for Training and Validation Accuracy, (b)Results of the Training 
Accuracy - Validation Accuracy. 
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As shown in Figure 7(a), training loss and validation loss decreased as the iteration continued. 
As depicted in Figure 7(b), training accuracy and validation accuracy increased as the number 
of iterations increased during the training process.  

 

Figure 8. Confusion matrix for the Gabor filter. 

Figure 8, which shows the modeling of the discriminative features obtained from facial image 
data with the Gabor filter with CNN, indicates matching between the angry class and disgust 
class, the fear class and surprise class, and the sad class and fear class. The most successful test 
was achieved with 92% accuracy for the surprise class. The average test performance of all 
seven classes was 83.14%. 

3.1.2.CNN Modeling Results of the Feature Set Obtained with the Haar Wavelet 

After applying the Haar wavelet, the images were segmented and modeled using CNN. The 
model performance is shown in Figure 9. 
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Figure 9. (a) Loss function for Training and Validation Accuracy (b)Results of the Training 
Accuracy - Validation Accuracy. 

Figure 9(a) shows that, as the iteration continued, the training loss decreased, whereas the 
validation loss was volatile. Figure 9(b) shows that training accuracy and validation accuracy 
fluctuated as the number of iterations increased during the training process. 
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Figure 10. Confusion matrix for the Haar wavelet. 

As shown in Figure 10, modeling the discriminative features obtained from facial image data 
with the Haar wavelet method with CNN gave mixed results for the angry class and disgust 
class, the fear class and surprise class, and the neutral, disgust, and sad classes. The most 
successful test was obtained for the emotion of disgust, with 96.33% accuracy. The average test 
performance of all seven classes was 69.71%. 

3.1.3. CNN Modeling Results of the Feature Set Obtained with HOG 

The model performance, after applying the HOG method, segmenting the resulting images, and 
modeling with CNN, is given in Figure 11. 
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Figure 11. (a) Loss function for Training and Validation Accuracy (b)Results of the Training 
Accuracy - Validation Accuracy. 

Figure 11(a) shows that the training loss decreased steadily as the iteration continued, whereas 
the validation loss fluctuated. Figure 11(b) shows that training accuracy increased and 
validation accuracy fluctuated as the number of iterations increased during the training process. 
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Figure 12. Confusion matrix for HOG. 

As shown in Figure 12, as a result of modeling the discriminative features obtained from facial 
image data with the HOG method and CNN, the angry class was confused with the disgust 
class, the fear class was confused with the angry and sad classes, the neutral class was confused 
with the happy class, and the surprised class was confused with the happy class. The most 
successful test was achieved for the emotion of happiness, at 87% accuracy. The test 
performance for all seven classes was 69.85%. 

3.2.Analysis of Experimental Results 

Feature extraction methods, such as HOG, Haar wavelet transformation, and Gabor filtering, 
use structural information, such as edges, texture, and shape. Color information is usually 
unimportant with these methods; therefore, graying the images is important for improving the 
accuracy performance of the CNN algorithm by ensuring that significant structural information 
in the image is effectively extracted. In addition, color images take considerably longer to 
process because more information is contained within them. Graying reduced the computational 
complexity and made the image-processing process more efficient. 
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Table 3. Gabor Filter, Haar Wavelet, HOG test performances 

Gabor Filter Haar Wavelet HOG 

Emotions 
 

Accuracy Precision Recall 
 

F1- score 
 

Accuracy Precision Recall 
 

F1- score 
 

Accuracy Precision Recall 
 

F1- score 

Angry 0.81 0.82 0.81 0.81 0.50 0.79 0.50 0.61 0.72 0.64 0.72 0.68 

Disgust 0.89 0.80 0.89 0.84 0.96 0.64 0.96 0.77 0.80 0.71 0.81 0.75 

Fear 0.77 0.80 0.77 0.79 0.45 0.67 0.45 0.54 0.51 0.77 0.51 0.61 

Happy 0.88 0.86 0.88 0.87 0.83 0.86 0.83 0.85 0.87 0.64 0.87 0.73 

Neutral 0.79 0.83 0.80 0.81 0.60 0.73 0.60 0.66 0.50 0.82 0.50 0.62 

Sad 0.76 0.86 0.76 0.81 0.63 0.61 0.63 0.62 0.68 0.61 0.68 0.64 

Surprise 0.92 0.85 0.92 0.88 0.91 0.66 0.91 0.77 0.81 0.81 0.81 0.81 

Overall 
Accuracy 

83.14 69.71 69.85 

 

As shown in Table 3, modeling with the Gabor filter resulted in the happy class having the most 
successful precision value, with a success rate of 0.86. The recall value was 0.92 for the surprise 
emotion, and the F-1 score was 0.88, indicating that surprise was the most successfully modeled 
emotion. As shown in Table 3, modeling with the Haar wavelet transformation resulted in the 
happy class having the most successful precision value at 0.86. A recall value of 0.96 was 
obtained for the disgust emotion. The F-1 score value was 0.85 for the happy class, indicating 
it was the most successfully modeled emotion. Table 3 shows that the neutral class had the best 
precision value, at 0.82, when modeled with HOG. The recall value was 0.87 for the happy 
emotion. The F-1 score value was 0.81 for the surprise class, indicating the most successful 
modeling. Table 3 shows the overall test performances obtained using the Gabor filtering, Haar 
wavelet transformation, and HOG methods. 

Table 4. Comparison of recognition rates (%) of different data size and emotions. 

Study Data size Classes          Accuracy (%) 

[12] (2014) 210 images 7 96.75 
[13] (2015) 2900 videos 6 98.63 
[19] (2018) 210 images 7 88.08 

    [22] (2019) 327 images 7 43.38 
    [24] (2020) 4900 images 7 83.30 
    [33] (2018) 2900 videos 6 83.12 

[27] (2023) 4900 images 7 76.24 
[35] (2017) 1470 images 7 78.37 

In this study 14,000 images 7 83.14 
 

As depicted in Table 4, Piparsaniyan et al. [12] worked on resized images and 210 images for 
the seven emotions using 30 images in each class. Burkert et al. [13] studied two datasets: the 
MMI dataset had anger, disgust, fear, happiness, sadness, and surprise emotions, accounting for 
2900 videos, while the CKP dataset had only 210 images depicting anger, disgust, fear, 
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happiness, sadness, surprise, and contempt. Comparison of the results obtained with these 
methods to those of the present study confirms that the model developed here contributes to the  
literature by making a difference in recognition rate, dataset size, and feature extraction 
methods. The aim of this study was to detect emotions of anger, disgust, fear, happiness, 
sadness, surprise, and neutrality from facial expressions in images preprocessed with Gabor, 
HOG, and Haar wavelet methods to capture specific details about emotions from facial 
expressions. 

 

4.Conclusion 

In modeling the features obtained using the Gabor filter, Haar wavelet transform, and HOG 
feature extraction methods with CNN, the standard feature extraction for all three classes 
indicated confusion between anger and disgust during the test process. Emotion detection from 
facial expressions was successfully achieved using Gabor Filter, HOG, and Haar Wavelet 
methods for the fearful, happy, angry, and sad classes. The most successful feature extraction 
methods for surprise, neutral, and disgust emotions were the Haar wavelet, Gabor Filter, and 
HOG, respectively. 

These three methods were chosen for this study's preprocessing steps for an emotion recognition 
system mainly because each has different advantages. For example, the Gabor filter effectively 
captures fine details in facial images and localizes the images in the frequency and orientation 
domains. Haar wavelet filters effectively capture basic shape information in face images and 
detect simple patterns, such as edges and corners. Based on the test performances for the Gabor 
filter, Haar wavelet, and HOG methods, Ekman's psychological results [2] can be calculated 
mathematically using the Gabor filter.  

Previous studies [13, 33] have conducted six-class modeling, whereas seven-class problems 
were addressed in the present study. Other studies [12, 19] have processed seven emotions; 
however, the dataset size in the present study was approximately 7 times larger than the datasets 
used previously [12, 19]. Larger datasets and more emotion classes are needed to obtain better 
models in the future. Our group has planned further studies on this subject. 

Haar wavelet filters have been chosen as they effectively capture basic shape information in 
face images and detect simple patterns such as edges and corners. The test performances were 
for the Gabor filter, Haar wavelet, and HOG. According to the results obtained, Ekman's 
psychological results [2] can be calculated mathematically using the Gabor filter.  

In this study, a custom CNN was employed for emotion recognition from facial expressions by 
explicitly targeting and detecting facial landmarks and expressions. The network presented here 
was designed with layers that progressively focused on more minor, finer-grained features as 
the depth of the model increased. This custom CNN is a flexible, task-specific convolutional 
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network that is optimized for the specific requirements of this type of emotion detection 
research and offers greater control over the model's architecture compared to pre-trained 
models. Comparison of the present results with those derived using other methods reveals that 
our methodology improves the recognition rate, dataset size, and feature extraction. These 
results further motivate us to apply our methodology for representation purposes the next 
studies. In the future, our aim is to compare various architecture models, such as AlexNet, 
DenseNet, Resnet, and Xception.  
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