
CONSTRUCTIVE MATHEMATICAL ANALYSIS
7 (2024), No. 2, pp. 77-89
http://dergipark.org.tr/en/pub/cma

ISSN 2651 - 2939

Research Article

Fractional proportional linear control systems: A geometric
perspective on controllability and observability

KHIZRA BUKHSH, AWAIS YOUNUS, AIMAN MUKHEIMER, AND THABET ABDELJAWAD*

ABSTRACT. The paper presents a detailed analysis of control and observation of generalized Caputo proportional
fractional time-invariant linear systems. The focus is on identifying controllable states and observable systems within
the controllable subspace, null space, and unobservable subspace of the proposed system. The necessary conditions for
the controllable subspace and the necessary and sufficient conditions for observability criteria are firmly established.
The controllable subspace is treated geometrically as the set of controllable states, while the observable system is char-
acterized by a zero unobservable subspace. The results are reinforced by examples and will immensely benefit future
studies on fractional-order control systems.
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1. INTRODUCTION

Control theory is a crucial field that directs the behavior of engineered processes and ma-
chines towards a desired state, all while guaranteeing stability and reducing errors. Its ultimate
goal is to identify the optimal solution to control problems. When appraising a solution, two
factors must be taken into account: the capability to transition from any starting state to any
desired state by using the appropriate control inputs, and the capacity to establish the initial
state of the system when the output is known, with knowledge of the input. In 1960, Kalman
[15] proposed controllability and observability concepts that are now fundamental in control
theory.

Fractional derivatives are crucial in various fields like control theory, finance, and nanotech-
nology. For further interest, we refer to [4]. Li et al. [18] discussed the use of a proportional
derivative controller for controlling the output, denoted as u, at a given time t. The algorithm
is defined with two shape control parameters is given by

u (t) = kpE (t) + kd
d

dt
E (t) .

In this context, E, kp, and kd represent the error, proportional gain, and derivative gain, respec-
tively. Anderson et al. [1] introduced the proportional derivative of order θ as:

Dθϕ (ϑ) = k1 (θ, ϑ)ϕ (ϑ) + k0 (θ, ϑ)ϕ
′
(ϑ) .
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In the given equation, the variable ϕ represents a differentiable function, while k0 and k1 are
continuous functions defined on the interval [0, 1] × R with values in the interval [0,∞). The
parameter θ belongs to the interval [0, 1] and satisfies the following conditions ∀ ϑ ∈ R:

lim
θ→0+

k0 (θ, ϑ) = 0, lim
θ→1−

k0 (θ, ϑ) = 1, k0 (θ, ϑ) ̸= 0, θ ∈ (0, 1] ,

lim
θ→0+

k1 (θ, ϑ) = 1, lim
θ→1−

k1 (θ, ϑ) = 0, k1 (θ, ϑ) ̸= 0, θ ∈ [0, 1) .

As the order θ approaches 0, this local derivative converges to the original function. This prop-
erty enhances the effectiveness of conformable derivatives. The findings presented in above
result have enabled Dawei et al. [7] to demonstrate the control of complex network models.
Jarad et al. [12] introduced a novel result concerning fractional operators derived from en-
hanced conformable derivatives. In a subsequent work, Jarad et al. [11] further improved and
modified the aforementioned result.

Various studies have explored the controllability and observability properties of mathemat-
ical models in different fields. Several researchers [3, 6, 9, 10, 19, 24, 25, 26, 28] have studied
various aspects of controllability and observability in different types of dynamic systems, in-
cluding time-fractional, heat equation, conformable fractional, robotic arms, fractional-order
differential, and stochastic singular systems.

This paper outlines critical geometric criteria that are essential for determining the control-
lability and observability of Caputo proportional fractional linear control systems:

(1.1)
cDθ,ϱ,ϕx(ϑ) = Ax(ϑ) +Bu(ϑ),

y(ϑ) = Cx(ϑ) +Du(ϑ), ϑ ∈ [0, T ],

with the initial condition x(b) = xb. Geometric properties provide valuable insights into linear
fractional control systems for engineers and researchers. These insights can guide the analysis,
design, and optimization processes of the system. Geometric methods are also employed in
the design of feedback control systems. Techniques such as pole placement and linear qua-
dratic regulator (LQR) control involve manipulating the system’s poles in the complex plane
to achieve desired performance and stability objectives.

The paper is structured in the following manner: Section 2 presents crucial definitions and
lemmas. Section 3 establishes the property of the matrix Mittag-Leffler function in the context
of the generalized Caputo proportional fractional derivative. Subsection 3.1 derives geometric
criteria for controllability using the Gramian controllability matrix and discusses the necessary
controllability condition for Caputo proportional fractional linear time-invariant system (1.1).
Subsection 3.2 discusses the necessary and sufficient observability conditions for the system
(1.1). Section 4 provides pertinent examples that support the presented results. Lastly, Section
5 concludes the paper.

2. BASIC NOTIONS

Definition 2.1 ([11]). For ϱ ∈ (0, 1] & θ ∈ C with Re (θ) ≥ 0, Caputo type’s left derivative, defined
as:

(2.2)

(
cDθ,ϱ,ϕh

)
(ϑ) =a Im−θ,ϱ,ϕ

(
Dm,ϱ,ϕh

)
(ϑ)

=
1

ϱm−θΓ (m− θ)

ϑ∫
a

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(τ)) (ϕ (ϑ)− ϕ (τ))

m−θ−1

×
(
Dm,ϱ,ϕh

)
(τ)ϕ

′
(τ) dτ.

Remark 2.1 ([11]). Consider ϱ = 1 in Definition 2.1,
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(1) If ϕ (ϑ) = ϑ in (2.2), we get the Riemann-Liouville fractional operators.

(2) If ϕ (ϑ) =
ϑµ

µ
in (2.2), we get the Katugampola fractional operators.

(3) If ϕ (ϑ) = lnϑ in (2.2), we get the Hadamard fractional operators.

(4) If ϕ (ϑ) =
(ϑ− a)

µ

µ
in (2.2), we get the fractional operators mentioned in [12].

The Mittag-Leffler functions have significant importance in the field of fractional calculus
[17, 21, 29].

Definition 2.2 ([17, 21, 29]). The Mittag-Leffler function is given by

Eθ (z) =

∞∑
j=0

zj

Γ (jθ + 1)
, z ∈ C, Re (θ) > 0.

The Mittag-Leffler function is defined by two parameters, θ and β [17, 21, 29]

Eθ,β (z) =

∞∑
j=0

zj

Γ (jθ + β)
, z ∈ C, Re (θ) > 0, Re (β) > 0.

Theorem 2.1 ([5]). Consider a linear system of generalized Caputo proportional fractional derivative
with parameters ϱ and θ, where ϱ and θ are in the interval (0, 1). Let ϕ be a continuous, strictly
increasing function. The system is represented as follows:

(2.3)

{(
cDθ,ϱ,ϕx

)
(ϑ) = Ax (ϑ) +Bu (ϑ) ,

x (b) = xb.

Here, x : [b, T ] → Rn, u : [b, T ] → Rm, A ∈ Rn×n, B ∈ Rn×m are matrices, and A satisfies the
condition that det(λI −A) ̸= 0. Then the solution of equation (2.3) for the time-invariant case is given
by:

(2.4)

x (ϑ) = e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
xb

+ ϱ−θ

ϑ∫
b

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(τ)) (ϕ (ϑ)− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (ϑ)− ϕ (τ))

θ
)
Bu (τ)ϕ

′
(τ) dτ.

Definition 2.3 ([23]). The controllable subspace for the linear state equation (1.1) is defined as the
subspace of X , denoted by ⟨A|B⟩, where B = Im(B), as follows:

⟨A|B⟩ = B+AB+ · · ·+An−1B.

Definition 2.4 ([23]). System (1.1) is called state controllable on [b, tf ], tf > 0; ∃ an input signal
u (·) : [b, tf ] → Rm proposed solution of (2.3) fulfills x (tf ) = 0.

Let us consider the controllability Gramian matrix from [5]:

(2.5)

Wc [b, tf ] : = ϱ−θ

∫ tf

b

e
ϱ−1
ϱ (ϕ(tf )−ϕ(τ)) (ϕ (tf )− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (tf )− ϕ (τ))

θ
)
(B)

× (B)
∗
E∗

θ,θ

(
ϱ−θA (ϕ (tf )− ϕ (τ))

θ
)
ϕ

′
(τ) dτ,
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where the matrix transpose is represented as ∗.
The geometric approach to analyzing observability for the linear state equation (1.1) initiates

from a reversed concept as:

Definition 2.5 ([23]). The unobservable subspace N for the linear state equation (1.1) is defined as the
subspace of X

N = ∩∞
i=0 ker

[
CAi

]
.

Remark 2.2 ([23]). N is an invariant subspace for A.

Definition 2.6 ([23]). System (1.1) is called state observable on [b, tf ] for any initial condition x (b) =
xb ∈ Rn the system’s uniqueness is found by its corresponding input u(ϑ) and output y(ϑ), ϑ ∈ [b, tf ];
tf ∈ [b, T ].

Let us consider the observability Gramian matrix from [5]:

(2.6)
Wo [b, tf ] : =

tf∫
b

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))E∗

θ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
C∗

× CEθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
dϑ,

where the matrix transpose is represented as ∗.

Theorem 2.2 ([5]). System (1.1) is observable on [b, tf ] iff |Wo [b, tf ]| ≠ 0 for some tf > 0.

Let us recall the Cayley-Hamilton theorem for fractional continuous-time linear systems.

Theorem 2.3 ([13]). Let Ψ(λ) = det [Inλ− f (A)] = λn + an−1λ
n−1 + · · · + a1λ + a0 be the

characteristic polynomial of the matrix f (A). Then the matrix f (A) satisfies its characteristic equation,
i.e.

[f (A)]
n
+ an−1 [f (A)]

n−1
+ · · ·+ a1 [f (A)] + a0In = 0.

3. MAIN RESULTS

We first establish a preliminary result.

Proposition 3.1. There exist analytic functions θo (t) , θ1 (t) , . . . , θn−1 (t) such that

(3.7) Eθ

(
A

(
ϕ (t)− ϕ (0)

ϱ

)θ
)

=

n−1∑
k=0

θk (t) [f (A)]
k
.

Proof. The n× n matrix generalized Caputo proportional fractional differential equation(
cDθ,ϱ,ϕx

)
(t) = Ax (t) , x (0) = I ,

has the unique solution

x (t) = e
ϱ−1
ϱ (ϕ(t)−ϕ(0))Eθ

(
A

(
ϕ (t)− ϕ (0)

ϱ

)θ
)
.
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The matrix generalized Caputo proportional fractional differential equation characterizing the
Mittag-Leffler function, we can establish (3.7) by showing that there exist scalar analytic func-
tions θo (t) , θ1 (t) , . . . , θn−1 (t) such that

(3.8)

n−1∑
k=0

cDθ,ϱ,ϕθk (t) [f (A)]
k
=

n−1∑
k=0

θk (t) [f (A)]
k+1

,

n−1∑
k=0

θk (0) [f (A)]
k
= I.

The Cayley-Hamilton Theorem 2.3 implies

[f (A)]
n
= −a0I − a1 [f (A)]− · · · − an−1 [f (A)]

n−1
.

Then (3.8) can be completely formulated using I, A, . . . , An−1 as

n−1∑
k=0

cDθ,ϱ,ϕθk (t) [f (A)]
k
=

n−2∑
k=0

θk (t) [f (A)]
k+1 − θn−1 (t) [f (A)]

n

=

n−2∑
k=0

θk (t) [f (A)]
k+1 −

n−1∑
k=0

akθn−1 (t) [f (A)]
k

=

n−1∑
k=1

θk−1 (t) [f (A)]
k − a0θn−1 (t) I

−
n−1∑
k=1

akθn−1 (t) [f (A)]
k
.

Therefore,

(3.9)

n−1∑
k=0

cDθ,ϱ,ϕθk (t) [f (A)]
k
= −a0θn−1 (t) I +

n−1∑
k=1

[θk−1 (t)− akθn−1 (t)] [f (A)]
k ,

n−1∑
k=0

θk (0) [f (A)]
k
= I .

An insightful point to recognize is that addressing (3.9) involves approaching it through the
consideration of coefficient equations for individual powers of A

cDθ,ϱ,ϕθo (t)
cDθ,ϱ,ϕθ1 (t)

...
cDθ,ϱ,ϕθn−1 (t)

 =


0 · · · 0 −a0
1 · · · 0 −a1
... · · ·

...
...

0 1 −an−1




θo (t)
θ1 (t)

...
θn−1 (t)

 ,


θo (0)
θ1 (0)

...
θn−1 (0)

 =


1
0
...
0

 .

This show existence of analytic functions implies an exact solution to this linear state equation.
θo (t) , θ1 (t) , . . . , θn−1 (t) that satisfy (3.9), and hence (3.8). □

3.1. Controllability. The subsequent Proposition furnishes the necessary instrument to demon-
strate that ⟨A|B⟩ precisely constitutes the collection of states that can be controlled.

Proposition 3.2. For any ta > 0, ⟨A|B⟩ = Im [Wc (0, ta)] .
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Proof. For any n× 1 vector xo, setting ta > 0

Wc [b, ta]xo = ϱ−θ

∫ ta

b

e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× (B)Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)

× (B)
∗
E∗

θ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
ϕ

′
(τ)xodτ.

Since Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
=

n−1∑
k=0

kp̃k (t) (A)
k
, θ > 0 [20]. Therefore,

Wc [b, ta]xo =

n−1∑
k=0

(A)
k
Bϱ−θ

∫ ta

b

p̃k (t) e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× (B)
∗
E∗

θ,θ

(
A

(
ϕ (ta)− ϕ (τ)

ϱ

)θ
)
ϕ

′
(τ)xodτ.

Because every column of (A)
k
B is in (A)

k
B, and the kth-summand mentioned above repre-

sents linear combination of the columns of (A)
k
B. This implies that,

Wc [b, ta]xo ∈ B+AB+ · · ·+(A)
n−1

B

∈ ⟨A|B⟩ .

Hence,
Im [Wc (b, ta)] ⊂ ⟨A|B⟩ .

It is obvious that, ⟨A|B⟩ corresponds to the range space of the controllability Gramian matrix[
B AB A2B · · · An−1B

]
associated with the linear state equation (1.1). Construct an invertible n×n matrix P by select-
ing a set of column vectors that form a basis for ⟨A|B⟩ and extend this basis to the entire space
X . Subsequently, altering the state variables in accordance with the transformation given by
z (t) = P−1x (t) results in a novel linear state equation expressed in terms of the transformed
state variable z(t), along with corresponding coefficient matrices

P−1AP =

[
Â11 Â12

0 Â22

]
, P−1B =

[
B̂11

0

]
.

The given expressions can be utilized to represent Wc [b, ta] in (2.5) as

Wc [b, ta] = ϱ−θP

∫ ta

b

e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

([
Â11 Â12

0 Â22

](
ϕ (ta)− ϕ (τ)

ϱ

)θ
)[

B̂11

0

]

× (B)
∗
E∗

θ,θ

([
Â11 Â12

0 Â22

](
ϕ (ta)− ϕ (τ)

ϱ

)θ
)
ϕ

′
(τ) dτPT .

This implies that

Wc [b, ta] = P

[
Ŵ1 [b, ta] 0

0 0

]
PT ,
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where

Ŵ1 [b, ta] = ϱ−θ

∫ ta

b

e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

(
Â11

(
ϕ (ta)− ϕ (τ)

ϱ

)θ
)
B̂11

×
(
B̂11

)∗
E∗

θ,θ

(
Â11

(
ϕ (ta)− ϕ (τ)

ϱ

)θ
)
g

′
(τ) dτ

is a non-singular matrix. This illustration demonstrates that any vector of the form

(3.10) P

[
z
0

]

is contained in Im [W (b, ta)] . For setting

x =
[
PT
]−1

[
Ŵ1 [b, ta] z

0

]

we obtain

W1 [b, t1]x = P

[
z
0

]
.

The structure of AkB = P

[
Âk

11B̂11

0

]
, k = 0, 1, ... is represented as (3.10), it implies that

⟨A|B⟩ ⊂ Im [Wc (b, ta)] .

Hence, we conclude that ⟨A|B⟩ = Im [Wc (b, ta)] . □

Theorem 3.4. If a vector xb belongs to the set of controllable states for the linear state equation (1.1),
then xb ∈ ⟨A|B⟩ .

Proof. If state xb can be controlled, then ∃ a positive finite time ta such that

0 = x (ta) = e
ϱ−1
ϱ (ϕ(ta)−ϕ(b))Eθ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
xb

+ ϱ−θ

ta∫
b

e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
Bu (τ)ϕ

′
(τ) dτ.
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e
ϱ−1
ϱ (ϕ(ta)−ϕ(b))Eθ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
xb

=− ϱ−θ

ta∫
b

e
ϱ−1
ϱ (ϕ(ta)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1
Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)

×Bu (τ)ϕ
′
(τ) dτ.

Eθ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
xb = −ϱ−θ

ta∫
b

e
ϱ−1
ϱ (ϕ(b)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
Bu (τ)ϕ

′
(τ) dτ.

xbEθ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
= −ϱ−θ

ta∫
b

e
ϱ−1
ϱ (ϕ(b)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
Bu (τ) g

′
(τ) dτ.

xb = −ϱ−θ

ta∫
b

e
ϱ−1
ϱ (ϕ(b)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
BE−1

θ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
u (τ) g

′
(τ) dτ.

Since Eθ,θ

(
ϱ−θA (ϕ (ta)− ϕ (τ))

θ
)
=

n−1∑
k=0

kp̃k (t) (A)
k
, θ > 0 [20]. Therefore,

xb = −
n−1∑
k=0

(A)
k
Bϱ−θ

∫ ta

b

p̃k (t) e
ϱ−1
ϱ (ϕ(b)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× E−1
θ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
u (τ)ϕ

′
(τ) dτ.

xb =

n−1∑
k=0

(A)
k
Bϱ−θ

∫ b

ta

p̃k (t) e
ϱ−1
ϱ (ϕ(b)−ϕ(τ)) (ϕ (ta)− ϕ (τ))

θ−1

× E−1
θ

(
ϱ−θA (ϕ (ta)− ϕ (b))

θ
)
u (τ)ϕ

′
(τ) dτ.

Because each column of (A)
k
B is in (A)

k
B, and the kth-summand mentioned above represents

linear combination of the columns of (A)
k
B. This implies that,

xb ∈ B+AB+ · · ·+(A)
n−1

B

∈ ⟨A|B⟩ .

□

Theorem 3.5. If X is the set of controllable states for the linear state equation (1.1), then it implies that
X is contained in controllable subspace ⟨A|B⟩.

3.2. Observability. The subsequent proposition furnishes the requisite technique for demon-
strating the observability of a given system.

Proposition 3.3. For any tf > 0, N = ker (Wo [b, tf ]) .
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Proof. Suppose that v ∈ ker (Wo), which means that Wov = 0. Then, we have:

v∗Wov =

tf∫
b

v∗e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))E∗

θ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
C∗

× CEθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
vdϑ.

0 =

tf∫
b

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))

(
Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v
)∗

C∗

× C
(
Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v
)
dv.

0 =

tf∫
b

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))

∥∥∥C (Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v
)∥∥∥2 dv.

Since
∥∥∥C (Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v
)∥∥∥2 ≥ 0 for all t ≥ 0, we must have

C
(
Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v
)
= 0

for all t ≥ 0. This implies that

Eθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
v ∈ ker (C) , ∀ t ≥ 0.

Which means that v belongs to the unobservable subspace N .
Further, suppose that w ∈ N , which means that there exists no input u (t) such that x (0) = w

and y (t) = Cx (t) +Du (t) = 0 for all t ≥ 0. This implies that the output of the system cannot
distinguish between the initial state w and the zero state x = 0. Therefore, we have:

0 =

∫ tf

b

∥y (t)∥2 dt =
∫ tf

b

x∗ (t)C∗Cx (t) dt.

Now,

Wow : =

tf∫
b

e
ϱ−1
ϱ (ϕ(ϑ)−ϕ(b))E∗

θ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
C∗

× CEθ

(
ϱ−θA (ϕ (ϑ)− ϕ (b))

θ
)
wdϑ = 0,

where the last step follows from the fact that C∗C is a positive semi-definite matrix. Therefore,
we have x∗ (t)C∗Cx (t) = 0 for all t ≥ 0. This implies that w ∈ ker (Wo). Hence, N = ker (Wo).

□

The following Theorem gives the geometric type criterion for a system to be observable.

Theorem 3.6. The linear state equation (1.1) is observable if and only if N = {0}.

Proof. Consider the system (1.1) is observable on [b, tf ]. We have to show that N = {0}. It
follows that observability Gramian matrix is invertible as system is observable,

ker (Wo [b, tf ]) = {0} .
By using proposition 3.3, we have

N = {0} .
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Conversely suppose that N = {0}. By using proposition 3.3, we have

ker (Wo [b, tf ]) = {0} .

It follows that observability Gramian matrix is invertible. Then by Theorem 2.2, linear state
equation (1.1) is observable. □

4. NUMERICAL EXAMPLES

Let’s provide two examples to demonstrate the application of our findings.

Example 4.1. Suppose the following 3-dimensional linear time invariant system on [0, 5]:

(4.11)

(
cD

1
2 ,

1
2 ,ϕx

)
(ϑ) =

 1 0 3
2 4 1
1 5 1

x (ϑ) +

 1 2
0 1
1 1

u (ϑ) ,

x (0) = 0.

Let us denote

A =

 1 0 3
2 4 1
1 5 1

 , B =

 1 2
0 1
1 1

 ,

then, one can obtain

B =Im (B) = span


10
1

 ,

21
1

 .

The process of computing a basis for a subspace entails choosing columns from a set of matrices in such
a way that they are not linearly dependent.

[
B AB A2B

]
=

1 2 4 5 10 29
0 1 3 9 22 54
1 1 2 8 21 58

 .

And, we observe that

10
1

 ,

21
1

 ,

43
2

 columns are linearly independent. Therefore, the controllable

subspace of R3 is given by

⟨A|B⟩ = span


10
1

 ,

21
1

 ,

43
2

 = R3.

Hence by using Theorem 3.5, system (4.11) is controllable.

Example 4.2. Suppose the following 3-dimensional linear time invariant system on [0, 5]:

(4.12)
(
cD

1
2 ,

1
2 ,ϕx

)
(ϑ) =

 1 6 5
7 2 4
8 9 3

x (ϑ) y (ϑ) =

(
0 5 1
4 2 1

)
x (ϑ)x (0) = 0.

Let us denote

A =

 1 6 5
7 2 4
8 9 3

 , C =

(
0 5 1
4 2 1

)
;
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then, one can obtain

ker (C) = span


−3/20
−1/5
1

 ;

ker (CA) = span


−262/1097
−735/1097

1

 ;

ker
(
CA2

)
= span


 −3373/84859
−58320/84859

1

 .

Creating a basis for a subspace entails the process of choosing linearly independent columns from a set
of matrices

[
ker (C) ker (CA) ker

(
CA2

)]
=

−3/20 −262/1097 −3373/84859
−1/5 −735/1097 −58320/84859
1 1 1

 .

And we observe that, all columns are linearly independent. Therefore, the unobservable subspace N ⊆
R3 is

N = ker (C) ∩ ker (CA) ∩ ker
(
CA2

)
=


00
0

 .

Hence by using Theorem 3.6, system (4.12) is observable.

5. CONCLUSION

This paper focuses on the controllability and observability analysis of generalized Caputo
proportional fractional linear time-invariant control systems using geometric analysis. The au-
thors establish the geometric characterization of the controllable subspace and unobservable
subspace of such systems. They also discuss the connections with the controllability and ob-
servability Gramian matrices of the considered systems. The paper also presents a necessary
criterion for controllability based on the controllable subspace, as well as a necessary and suf-
ficient criterion for observability based on the unobservable subspace. The authors validate
their findings through examples. By expanding the scope of the systems studied, the paper
generalizes some known results and demonstrates the potential for exploring the combination
of control theory with generalized Caputo proportional fractional operators, as indicated by
recent research.
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