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ABSTRACT

This research investigates the predictive variables related to the Public Personnel Selection Examination (KPSS), utilized for
recruitment in public institutions and organizations. The study explores predictor variables' importance levels by analysing
longitudinal data, including examinees' high-stakes exams, demographic information, and educational backgrounds. It
compares the prediction performances of machine learning algorithms such as artificial neural networks, random forest, support
vector machine, and k-nearest neighbour. The findings reveal that the quantitative test of the graduate education exam is the
most influential predictor, closely followed by the mathematics test of the university entrance exam. These results highlight
the importance of quantitative reasoning skills in predicting KPSS achievement. Additionally, variables related to
undergraduate programs and universities demonstrate significant importance in predicting KPSS achievement. Notably, the
artificial neural networks model demonstrates superior predictive accuracy compared to other models, indicating its
effectiveness in KPSS prediction. This research sheds light on important predictors of KPSS achievement and provides valuable
insights into the effectiveness of different prediction models.
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KAMU PERSONEL SECME SINAVI (KPSS) BASARISININ VERi MADENCILIiGi
YONTEMLERIYLE TAHMIN EDILMESI

OZET

Bu ¢alismada kamu kurum ve kuruluglarina ige alimlarda kullanilan Kamu Personel Se¢me Sinavi (KPSS) basarisiyla iligkili
tahmin edici degiskenler aragtirilmaktadir. Adaylarin yiiksek riskli smavlari, demografik bilgileri ve egitim ge¢mislerini
kapsayan boylamsal verilerin analizi yoluyla tahmin edici degiskenlerin 6nem diizeyleri yapay sinir aglari, rastgele orman,
destek vektor makinesi ve k-en yakin komsu gibi makine 6grenme algoritmalariyla belirlenmekte ve bu modellerin tahmin
performanslari karsilagtirilmaktadir. Bulgular, ALES sayisal testinin KPSS bagarisinin en etkili yordayicisi oldugunu ve YGS
matematik testinin de sonraki en 6nemli degisken oldugunu gostermektedir. Bu sonuglar, KPSS bagarisinin tahmininde sayisal
muhakeme becerilerinin 6nemini vurgulamaktadir. Ayrica lisans programi ve tniversite degiskenleri de KPSS basarisinin
tahmin edilmesinde onemlidir. ANN modeli diger modellere kiyasla tstiin tahmin dogrulugu gostermekte olup KPSS
tahmininde en etkili modeldir. Bu aragtirma, KPSS basarisinin énemli tahmin edicilerini agiklamanin yani sira, farkli tahmin
modellerinin etkinligi hakkinda 6nemli bilgiler de saglamaktadir.

Anahtar Kelimeler: KPSS, yapay sinir aglari, k-en yakin komsu, destek vektér makinesi, rastgele orman

1. INTRODUCTION

Worldwide, the results of various high-stakes exams are used to recruit individuals for various
government positions. In this context, exams such as the Public Service Commission exams in the
United States, the Civil Service Fast Stream in the United Kingdom, the Union Public Service
Commission Civil Services Examination, and the Assam Public Service Commission Exam in India, the
National Civil Service Examination in China, the Central Superior Services examination in Pakistan,
the Civil Service Exam in the Philippines, and the Public Personnel Selection Examination (Kamu
Personeli Se¢me Sinavi [KPSS]) in Tiirkiye are conducted for the common aim of recruitment to public
institutions and organizations. These exams not only play a crucial role in shaping individuals' career
paths but also have significant effects in the public sector, allowing individuals to be appointed to
specific positions based on their relevant knowledge, skills, and abilities. The appointment of suitable
and talented individuals for positions in the public sector profoundly impacts the productivity of civil
servants and the efficiency of public services. The KPSS, one of the high-stakes exams used to make
crucial decisions for individuals and society (Madaus, 1998) and applied on a large scale, is discussed
within the scope of this study. The KPSS results can be utilized in various contexts, including the
appointment of individuals to public institutions and organizations (Olgme, Se¢gme ve Yerlestirme
Merkezi [OSYM], 2020b), assessing the success of universities and undergraduate programs for quality
determination in higher education (Yiiksekdgretim Kurulu [YOK], 2023), evaluating the workforce
market performance of the higher education system (UniVeri, n.d.), and identifying the average success
rates of universities and undergraduate programs to assist individuals in making university choices
during the higher education application process (OSYM, 2020d). Considering that one of the most

significant factors influencing university and undergraduate program preferences is the ease of
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employment after graduation, universities should develop innovations that will not only meet the needs
of students but also give them a competitive edge over other graduates (Ozginar, 2006). As a result, it
has been observed that the achievement of KPSS is effective in the recruitment of public services and
decision-making processes in education. It can also contribute to strategic planning in higher education
policies to improve the quality of education.

In the literature, there is limited research on the influential factors of KPSS achievement (Bahar,
2006; Bastiirk, 2008; Demir, 2015; Ercoskun & Nalcac1, 2009; Kablan, 2010; Oz¢iar, 2006). In this
context, Ercogskun and Nalgac1 (2009) found significant differences in KPSS scores by gender (t = 3.430,
p < 0.001) and significant differences in undergraduate Grade Point Average (GPA) scores (t = 8.142,
p < 0.001). Additionally, insignificant correlations were observed between KPSS and university
entrance exam scores (r = 0.052; p > 0.05), while significant correlations were found between
undergraduate GPA and university entrance exam scores (r =-0.104; p < 0.05), as well as undergraduate
GPA and KPSS (r = 0.371; p < 0.05). Contrary to the findings of this study, Bastiirk (2008) conducted
a study investigating the predictive validity of KPSS for pre-service science and technology teachers,
and this study revealed a statistically significant relationship between university entrance exam and
KPSS scores (r = 0.24; p < 0.05), as well as between KPSS scores and undergraduate GPA (r = 0.44; p
< 0.05). The study conducted by Bahar (2006) illustrated that the undergraduate GPA of teacher
candidates predicts KPSS scores at different rates based on gender [male (R?= 15.0) and female (R%=
14.6)]. In Kablan's (2010) study, which investigated the relationship between undergraduate GPA and
KPSS scores, it was concluded that the undergraduate GPA variable explained approximately 10% of
the total variance of KPSS success and showed a significant relationship (r = 0.315, p < 0.01). Demir
(2015) used Artificial Neural Networks (ANN) to predict the number of accurate responses in the KPSS
Educational Sciences exam by analyzing various factors, such as high school GPA, university entrance
exam scores, and midterm and final grades in undergraduate educational sciences courses of teacher
candidates. The models illustrated a significant correlation between the estimated and actual number of
correct answers, ranging from r = .43 to r = .63. Ozginar (2006) compared the accuracy of ANN and
multiple regression models in predicting KPSS achievement based on variables such as passing grade,
teaching type, and GPA from undergraduate courses related to KPSS items. The study concluded that
the ANN model had more minor differences between predicted and actual scores than the regression
analysis. Therefore, in light of these contradictions and limited studies explaining this phenomenon, this
study questions which variables could be meaningful and valid predictors in predicting KPSS
achievement.

Considering the substantial impact of the KPSS exam on individuals in terms of their
employment and careers and the application of this high-stake exam in a large-scale, in-depth analysis
should be conducted to obtain practical and critical findings. Upon reviewing the literature, it is evident

that the studies investigating the variables predicting KPSS achievement are constrained. This study
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aims to contribute to this research gap by addressing these limitations and providing insights into
identifying potential variables of KPSS achievement and their significance levels. The study will predict
KPSS achievement by using variables such as the university entrance exam [Yiiksekogretime Gegis
Smavi (YGS)], the graduate education exam [Akademik Personel ve Lisansiistii Egitimi Girig Sinavi
(ALES)], and the foreign language exam [Yabanci Dil Bilgisi Seviye Tespit Smavi (YDS)] scores, high
school type, high school GPA, gender, university, undergraduate program, faculty, undergraduate
category, years since the degree, undergraduate GPA, and the number of taking the KPSS exam. This
study will evaluate the variables affecting KPSS achievement using data mining, a knowledge discovery
process from big data (Baker, 2010). Hence, the effectiveness of these methods in model evaluation
performance will also be investigated. This study aims to contribute to the field of measurement and
evaluation by analyzing the exams that demonstrate the success of individuals in different periods in a
holistic way and determining the appropriate data mining methods used in analyzing big data in
education. Since high-stakes exams are nationally administered by a single organization called the
Assessment, Selection, and Placement Center (OSYM), the fact that different high-stakes exams' data
such as YGS, KPSS, ALES, and YDS belong to the same person together makes this study significant.
Therefore, within the scope of this study, the objective is to contribute to the field by collectively
analyzing variables, including present and past educational achievements, other high-stakes exam
results, and some educational and demographic information, from different perspectives using various

data mining algorithms to assess their importance in predicting KPSS achievement.

2. METHODS

The methodology employed in this study is based on a descriptive approach in terms of evaluating
numerical information and tables that vary as a result of analyses by the number of independent variables
used in data mining methods and the dependent variable. Descriptive research is stated as describing a
particular situation as accurately and thoroughly as possible (Biiyilikoztiirk, Kilig Cakmak, Akgiin,
Karadeniz & Demirel, 2014; Fraenkel, Wallen & Hyun, 2012).

This study followed the Cross-Industry Standard Process for Data Mining (CRISP-DM) model,
developed to standardize the data mining process (Chapman et al., 2000). The CRISP-DM process
model includes the steps of understanding the business, understanding the data, preparing the data,
modelling, evaluating, and distributing the data (Chapman et al., 2000; Ersoz, 2019). Accordingly, the
methodology of this study was formed by these steps. The analysis used the IBM SPSS Modeler program
(Version 18.2) using CRISP-DM methodology (Ersoz, 2019).

In the initial phase of the CRISP-DM process, which is identified as understanding the business,
the methodology of this research was determined to examine the variables influencing the examinees'
KPSS achievement. This study uses data mining methods based on different algorithms to analyze these

variables and compare the predictive performance of models created through analyses.
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In the second stage of the CRISP-DM process, known as the data understanding phase, a dataset
comprising individuals who participated in all three exams in 2020 - the KPSS, the ALES/first term,
and the YDS-English exams - was utilized. This dataset was obtained anonymously from OSYM in
adherence to ethical protocols. The dataset, characterized by its extensive nature, underwent structuring
within the MS SQL Server (Version 15.0) database. Following data cleansing and transformation
processes, it was prepared for data analysis. Throughout this process, variables, including gender, high
school and university information, undergraduate GPA, graduation year, high school GPA, and scores
from various tests, including YGS, KPSS, ALES, and YDS, were compiled.

The third stage of the CRISP-DM process is data preparation. During this phase, it was observed
that the data covering exams conducted between 2012 and 2022 was shared about examinees' YGS
results. For this reason, individuals with valid YGS scores were involved in the research. Additionally,
regarding the university placement data, it was seen that examinees could take university entrance exams
at different times and be placed in multiple higher education programs. Their first placement information
was used for analysis purposes. In this dataset, it has been observed that there was a small number of
examinees in some categories of university and undergraduate program features, and the number of
categories in these variables is high. Considering the situation where group sizes are unequal, the results
based on group means increase the explained variance rather than individual responses (Cox &
Wermuth, 1992). Hence, the dataset was eliminated with the condition of having at least ten examinees
(0.1%) in each category in the variables of university and undergraduate programs. As a result of the
data preparation process, the dataset used in the analysis consisted of the features of 9,918 examinees.

Before the modelling stage of the CRISP-DM process, the information within the dataset
underwent restructuring to facilitate analysis, and it was merged for modelling purposes, focusing on
the prediction of KPSS achievement. Upon reviewing the KPSS scores data, it was observed that
multiple score types correspond to different fields and subtests within the examination. Given the equal
weighting of general ability and general knowledge tests, each was assigned a coefficient of 0.5 in
computing the KPSSP3 score, so it was decided to employ this unified score type for all examinees.
Thus, the KPSSP3 score was selected as the target variable for this study. The relationships between the
independent and dependent variables were analyzed using F and t statistics through the feature selection
node in IBM SPSS Modeler. Based on this analysis, 18 variables were identified as important for
modelling KPSS achievement, with the high school institution type variable, including private and
public groups, being excluded.

Considering other variables, the high school types variable is grouped into eleven categories. Due
to less than 1% of examinees having an undergraduate graduation year of 3 and above, the years since
the degree variable has been combined into a single group labelled "3+" and studied across four
categories. In instances where examinees graduated from multiple undergraduate programs, data from

the program they initially graduated from was included in the dataset. The undergraduate program
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variable was then aligned with corresponding faculties, forming faculty groups based on the examinees'

undergraduate programs. Additionally, undergraduate programs were categorized into an undergraduate

category based on the score type associated with each program.

Furthermore, the variable indicating university type was grouped into three categories: public,

private, and foreign. The variable representing the number of examinees taking the KPSS exam from

2012 to 2020 noted that the proportion of examinees with four or more exam attempts was less than 1%,

and they were grouped and analyzed as a single category. As a result of these transformations, the model

dataset was obtained, and the descriptive statistics of the categorical variables in this dataset are given

in Table 1.
Table 1. Descriptive Statistics of Categorical Variables in Model Data

KPSS KPSS
Variables N % KPSS ‘s variables N % KPSS gy
Mean Mean
Dev. Dev.
Gender Faculty
Female 6415 64.68 68.84 7.02 Engineering and Architecture 2907 29.31 70.79 6.99
Economics And
Male 3503 3532 7047 7.38 Administrative Sciences 2099 21.16 67.93 6.44
High School Type Literature 1566 15.79 67.27 6.90
Anatolian 4895 4935 67.10 6.10 Education 1085 10.94 69.76 6.37
General 2172 2190 7539 7.03 Health 1078 10.87 72.39 7.69
Anatolian Teacher 843 850 64.68 5.52 Science 345 348 6582 530
Vocational 662 6.67 76.93 6.61 Law 326 329 7725 6.63
Religious Vocational 501 5.05 7476 6.64 Agriculture 147 148 6390 5.06
Open Education 374 377 68.99 7.10 Theology 138 139 6796 5.26
Science 276 2.78 66.82 6.68 Communication 111 112 64.09 5.04
Social Science 95 0.96 73.19 6.86 Tourism 71 072 6155 3.33
Health 76 0.77 68.46 5.92 Arts and Sports 45 045 63.66 5.37
Military 22 0.22 7036 6.93  Yearssince the Degree
Aurts and Sports 2 0.02 66.20 5.29 0 6184 62.35 6891 6.82
University Type 1 2755 27.78 7019 7.71
Public 8590 86.61 69.51 7.26 2 712 7.18 7043 7.95
Private 1233 1243 6893 6.73 3+ 267 2.69 7034 6.68
Foreign 95 0.96 66.97 5.84 Undergraduate Category
Number of KPSS Exam Quantitative 4527 4564 7052 7.24
1 7233 7293 6890 6.84 Equally-Weighted 3828 38.60 69.28 7.34
2 205 2.07 71.01 8.08 Verbal 1074 10.83 66.75 5.92
3 416 419 69.89 7.45 Language 466 4.70 66.00 5.03
4+ 219 221 7040 6.62 Special Talent 23 0.23 6647 6.46
University (Top 10 of 146) Undergraduate Program (Top 10 of 110)
Ankara 368 371 7261 7.71 Psychology 497 501 7189 7.73
Hacettepe 368 371 7292 6.89 Civil Engineering 493 497 7286 741
. Electrical and Electronics
Gazi 364 367 7222 733 gpdineering 455 459 7139 6.88
Erciyes 329 332 69.07 7.44 Economy 361 3.64 67.07 6.44
Istanbul 288 290 7053 6.4 International Relations 350 353 6895 584
Anadolu 279 281 6859 6.73 Architecture 330 333 7179 6.60
Akdeniz 277 279 6855 7.82 Business 330 3.33 6655 6.36
Siileyman Demirel 249 251 67.2 7.05 Law 326 329 7725 6.63
Marmara 222 224 70.88 6.23 Mechanical Engineering 278 280 6955 6.57
Pamukkale 199 201 67.73 7.27 Political Science 274 276 7092 6.48
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As seen in Table 1, although the university variable has 146 categories, and the undergraduate
program variable has 110 categories, these variables ranked according to the number of examinees in
model data, and the top ten universities and undergraduate programs were illustrated.

From the perspective of numerical variables, the YGS is used for admission and placement of
individuals into higher education programs and consists of four tests: Turkish, social sciences,
mathematics, and science, each with 40 items (OSYM, 2012a, 2013a, 2014a, 2015a, 2016a, 2017a). The
YGS scores of the examinees in the research sample were from various years spanning 2012 to 2017.
The mean and standard deviation values presented in Table 2 are used to compute the YGS subtests' Z
scores to compare them on the same scale level.

Table 2. Mean and Standard Deviation Values of YGS Tests by Years

Turkish Social Sciences Mathematics Science

Mean Star}da}rd Mean Star?da_rd Mean Star?da}rd Mean Star_lda}rd

Deviation Deviation Deviation Deviation
2012 18.00 9.70 8.70 7.67 6.92 9.70 3.56 7.80
2013 16.80 9.40 12.10 8.50 7.50 9.40 3.50 7.80
2014 18.70 8.40 11.20 7.30 6.10 8.70 3.50 7.30
2015 15.80 7.50 10.70 6.80 5.20 8.10 3.90 7.30
2016 19.10 8.38 10.75 7.36 7.89 9.80 4.70 8.07
2017 17.28 8.76 12.31 7.67 5.13 7.46 4.61 7.59

(OSYM, 2012b, 2013b, 2014b, 2015b, 2016b, 2017b)

The ALES, on the other hand, provides scores that are used for academic staff recruitment in
higher education institutions and admission to graduate education, and it consists of verbal and
quantitative tests, each with 100 items to measure examinees' logical reasoning skills (OSYM, 2020a).
In this regard, the ALES quantitative and verbal test scores were included in the model's data. The YDS
is used in making important decisions such as admission to graduate programs, academic promation, or
recruitment to certain positions in public institutions and organizations, and it includes 80 items that aim
to measure vocabulary, grammar, translation, and reading comprehension skills (OSYM, 2020c). Since
the number of examinees taking the exam in foreign languages other than English is generally low, the
English version of the YDS exam (YDS-English) scores was used in the study. Additionally, the grading
systems for undergraduate education vary across universities, such as 4, 5, 6, 7, 10, 20, and 100.
Therefore, the undergraduate GPA variable in the dataset has been standardized by converting it to a
100-point system. On the other hand, the high school GPA of examinees in the dataset has been
converted into standard scores ranging from 250 to 500 points based on the secondary education
graduation grades of the examinees by OSYM (OSYM, 2012a, 2013a, 2014a, 2015a, 2016a, 2017a).
This variable has been directly added to the model data. As a result of the data preparation process, the
numerical variables were also added to the model dataset, and their descriptive statistics are presented
in Table 3.
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Table 3. Descriptive Statistics of Numerical Variables in Model Data

Variables Mean Variance Star)da}rd Min. Max. Skewness Kurtosis
Deviation
KPSS Score (Target) 69.41 51.69 7.19 51.63 97.01 0.62 0.20
High School GPA 392.60 1833.48  42.82 250.00 500.00 -0.38 -0.32
Undergraduate GPA 74.95 108.05 10.40 30.25 100.00 -0.34 0.20
YGS Turkish Z Score 0.99 0.41 0.64 -2.22 2.93 -0.57 0.61
YGS Maths Z Score 1.14 1.24 1.11 -1.25 3.99 0.13 -0.95
YGS Social Science Z Score 0.61 1.33 1.15 -1.77 3.60 -0.22 -0.81
YGS Science Z Score 1.00 2.30 1.52 -1.34 3.99 0.39 -1.42
ALES Quantitative Test Score 23.94 215.49 14.68 -4.25 50.00 -0.02 -1.28
ALES Verbal Test Score 26.87 84.57 9.20 -4.00 50.00 -0.47 -0.11
YDS Score 38.78 416.62 20.41 1.25 100.00 0.88 -0.09

* The standard errors of Skewness for all variables are 0.025 and 0.049 for Kurtosis

Table 3 provides information about the characteristics of numerical variables, including
measures of central tendency (mean), spread (variance, standard deviation), the range of values
(minimum and maximum), and the shape of the distribution (skewness, kurtosis), the distribution and
variability of the data were comprehensively reviewed before initiating the modelling phase.
Subsequently, the prepared dataset was split into two subsets: training (70%) and test (30%) data to
prevent overfitting and achieve more accurate estimations (Gholamy, Kreinovich & Kosheleva, 2018).

In the modelling phase of the CRISP-DM process, considering the data structure, features of the
methods, and variable characteristics used in this study, artificial neural networks (ANN), support vector
machine (SVM), k-nearest neighbor (KNN) and random forest (RF), which are widely used data mining
methods providing highly accurate results in prediction (Boateng, Otoo & Abaye, 2020), were
employed. Since the performance of methods can vary depending on the datasets, considering that no
generalization can be made about the superiority of any method across all problem types (Boateng et
al., 2020), the study investigated which method exhibited better performance in predicting the KPSS
achievement by using the same training and testing datasets for each model.

ANN is a knowledge-processing system inspired by the functions of biological neural networks
(Fausett, 1994). It consists of three layers: the input layer, where the data enters the network; the hidden
layer, whose number and initial weight selection are crucial in processing the data; and the output layer,
where target values corresponding to the input data are generated (Bramer, 2020). ANN can identify all
potential interactions among variables (Mengash, 2020), exhibiting a high degree of efficiency and
excellent generalization of outcomes (Musso, Cascallar, Bostani & Crawford, 2020). In this study,
Multi-Layer Perceptron (MLP), which is one of the ANN models that uses backpropagation to minimize
the error between the output and target values (Mitchell, 1997), was used, and the model automatically
constructed one hidden layer with 16 neurons.

SVM is a method of classifying linear and non-linear data based on the hyperplane that best
separates the classes (Han, Kamber & Pei, 2012). SVM can transform the non-linear data into a higher-

dimensional feature space through kernel functions (Olson & Delen, 2008); the Linear Kernel function
119



was used in this study. The regularization parameter, which is a moderator for maximizing the margin
between support vectors and minimizing the error, is essential in improving the accuracy of SVM
(Wendler & Grottrup, 2021). In this regard, SVM effectively handles datasets with high dimensionality
and linear non-separability and exhibits high generalization performance (Cortes & Vapnik, 1995).

KNN is a distance-based (Dunham, 2003) and efficient data mining algorithm due to its
simplicity, adaptability, implementation, and capability of accurate results (Boateng et al., 2020). The
appropriate value of k was selected using the cross-validation method (Larose, 2005) by taking the
square root of the number of training data (Dunham, 2003). Within the analysis of the study, the value
of "k" was selected as 19, which provides a minimum error rate through a 10-fold cross-validation
technique. As a "d" distance criterion, Euclidean distance, which is widely used (Larose, 2005), was
chosen in the study.

RF is an algorithm consisting of a group of tree-based classifiers in which each tree has the same
distribution and depends on the random vector values sampled independently (Breiman, 2001). RF is
one of the ensemble methods (Han et al.,, 2012) that demonstrates high accuracy and better
generalization (Rai et al., 2021). The RF algorithm using the bootstrap technique in generating samples
(Bayazit, Askar & Cosgun, 2014) was run by setting the number of trees to 10 in this study.

In the evaluation phase of CRISP-DM, the prediction performances of the models were
compared with the Mean Absolute Error (MAE) and correlation coefficient (R) values. MAE, the
average of the absolute values of the prediction errors, which indicate the difference between the actual
and the predicted value in the model, is calculated by Equation 1 (Sammut & Webb, 2011, p.652).

_ i abs(y; — A(xy))
mae = n

In Equation 1, n represents the number of samples in the test, y; denotes the actual value for the
test sample x;, and A(x;) indicates the predicted value for the test sample x;. The correlation coefficient
(R) measures the linear relationship between two variables, and it is calculated with Equation 2, yielding
values between -1 and 1 (Han et al., 2012, p.96).

n -_— —_—
2, (ai = A)(b; = B)

no,op

TAB =

In Equation 2, n represents the sample size, and a; and b; are the i-" values for data sets A and
B, respectively. Additionally, A and B represent the mean values of A and B, while o, and o represent
the standard deviations of A and B. Among the criteria used to examine prediction performance, models
with MAE values close to zero and R values close to one are considered to have higher prediction ability
(Kayri, 2015).
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3. RESULTS

The study's findings, which aimed to evaluate relevant variables in predicting KPSS achievement,
were discussed in two stages, including an in-depth analysis of the importance levels of predictor
variables and comparisons of the data mining methods used. Firstly, the prediction performances of the
KNN, SVM, ANN, and RF methods employed in this study were evaluated by comparing the models'

MAE and R values, as illustrated in Figures 1 and 2.
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Figure 1. Mean Absolute Errors of Models

Upon examination of Figure 1, it is evident that models with lower MAE values exhibit higher

performance. Among the models utilized for predicting KPSS achievement, the ANN model achieved

the lowest MAE values and demonstrated the best prediction performance, with 2.81 in training and

2.89 in testing. The SVM and KNN maodels displayed commendable performance, with MAE values of

3.46 and 3.81, respectively. However, despite achieving the lowest error value (1.55) and displaying

exceptional learning capabilities in the training data, the RF model exhibited the lowest prediction

performance with the highest error value (3.83) in the testing data.

Linear Correlation Coefficients
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Figure 2. Linear Correlation Coefficients of Models
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According to Figure 2, in evaluating the prediction performance of models, the model with a
higher R between predicted and actual values tends to exhibit better performance, suggesting improved
predictive accuracy. The ANN model, with the highest R-value (0.819), emerges as the most reliable
predictor among the models evaluated for predicting KPSS achievement. However, the RF model
exhibits an exceptionally high R-value of 0.961 in training but lower coefficients of 0.711 in testing,
suggesting potential overfitting and limitations in generalization to unseen data. KNN and SVM models
demonstrate moderate to high correlation coefficients, with values of 0.714 and 0.715 for KNN and
0.755 and 0.753 for SVM in training and testing, respectively. These findings reflect reasonable
predictive performance and alignment with actual KPSS achievement for both models.

Therefore, evaluating prediction performance based on MAE and R reveals that the ANN model
is the most accurate predictor, showcasing consistent performance across both metrics. While
demonstrating exceptional accuracy in training, the RF model may require further refinement to improve
generalization to unseen data. On the other hand, the KNN and SVM models exhibit moderate prediction
performance with reasonable accuracy.

Secondly, the predictor importance levels were investigated by comparing models for predicting

KPSS achievement. The analysis results are illustrated in Figure 3.
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Figure 3. The Importance of Predictor Variables
When analyzing Figure 3, it is evident that although different predictor variables hold varying
degrees of importance in predicting KPSS achievement, the importance levels of the variables generally
exhibited similar trends across the models. Notably, variables such as the ALES quantitative test, YGS
math test, and ALES verbal test appear to be consistently influential across multiple models. Upon
detailed observation, it becomes apparent that the ALES quantitative test stands out as the most

important predictor variable across all models, with consistently high importance scores observed in
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ANN (0.099), SVM (0.215), KNN (0.059), and RF (0.213). The YGS maths test is closely behind and
displays notable importance scores, particularly in RF (0.215). The ALES verbal test exhibits moderate
importance across models, indicating its relevance but relatively lesser impact than the quantitative one.
Undergraduate program emerges as a significant predictor in ANN with an importance score of 0.096,
suggesting the potential influence of academic specialization on KPSS achievement prediction.
Similarly, the university attended by examinees holds substantial importance, mainly according to ANN,
with an importance score of 0.104, indicating institutional factors may play a crucial role in KPSS
outcomes.

The YGS social science and YGS Turkish tests demonstrate moderate importance, albeit with
slightly lower scores than the abovementioned variables. The YGS social science test demonstrates
varying importance levels across models, with RF assigning the highest importance score of 0.079. The
YGS Turkish test illustrates consistent importance levels across models, with ANN assigning the highest
importance score of 0.049, followed closely by SVM with 0.048. The number of KPSS exams exhibits
significant importance, particularly in SVM, which has an importance score of 0.078. Following these
variables, undergraduate GPA and high school GPA exhibit moderate importance scores across all
models, suggesting a relatively moderate or lesser impact on KPSS achievement prediction.
Subsequently, the YDS score demonstrates relatively low importance, ranging from 0.033 to 0.055. On
the other hand, high school type, YGS science test, years since the degree, faculty, university type,
undergraduate category, and gender are among the least important variables, with importance scores

generally below 0.05 across models.

4. DISCUSSION AND CONCLUSION

In conclusion, this study focused on predicting KPSS achievement, a high-stakes exam used for
recruiting individuals into public institutions and organizations, by employing RF, ANN, SVM, and
KNN machine learning algorithms. The importance of various predictor variables, which encompass a
range of educational and demographic information across different periods, each potentially
contributing to an individual's performance in the examination, was holistically investigated. This
study's importance is highlighted by its ability to predict KPSS achievement by analyzing diverse
longitudinal variables related to the same examinee and its capacity to rank these variables according to
their significance levels. The study also provides valuable insights into the relevant variables and the
performance of various prediction algorithms by comparing predictive models for KPSS achievement.

The study's results indicate that the analysis of the predictive variables reveals that the ALES
quantitative test score consistently emerged as the most influential predictor across all models, followed
closely by the YGS mathematics test score. These findings underscore the significance of quantitative
reasoning skills in predicting KPSS achievement. This result also suggests that ALES and YGS exams

have high predictive validity for KPSS. Notably, the situation where the performance in other high-
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stakes exams emerges as the variables with relatively highest importance in predicting examinees' KPSS
achievement supports the consistency of exam outcomes. These findings provide further evidence of the
reliability of high-stakes exams regarding consistency.

The analysis of longitudinal real data, covering the period from the YGS taken at university
entrance to the KPSS taken at university graduation within university education, reveals that the YGS
mathematics test scores are a significant predictor of KPSS achievement. In parallel with this result,
Arikan and D'Costa (2016) arrived at a comparable finding, suggesting that abilities obtained upon high
school graduation could forecast proficiency levels upon university graduation. Similarly, Bahar (2011)
and Bagtiirk (2008) identified a statistically significant relationship demonstrating predictive validity in
predicting KPSS scores based on university entrance exam results. Thus, it can be inferred that
individuals' achievement statuses exhibit a comprehensive structure, and this study offers insights into
the longitudinal inference.

Additionally, undergraduate program and university variables demonstrate notable importance,
indicating the potential influence of academic specialization and institutional factors on KPSS scores.
Safran, Kan, Ustiindag, Birbudak, and Yildirim (2014), in their study investigating the KPSS success of
the examinees according to their undergraduate program, concluded that the average success scores of
teacher candidates who graduated from the faculty of education were statistically significantly higher.
Furthermore, the findings suggesting significant disparities in KPSS achievements based on
undergraduate programs (Ozkan & Pektas, 2011; Yesil, Korkmaz & Kaya, 2009) corroborate the
outcomes of this research. The findings of this study support previous research illustrating a significant
relationship between undergraduate GPA and KPSS performance (A¢il, 2010; Bahar, 2011; Bastiirk,
2008; Ercoskun & Nalgaci, 2009; Kablan, 2010; Yesil, Korkmaz & Kaya, 2009), indicating a moderate
effect size in prediction. This finding is in line with the results of Kosterelioglu, Kosterelioglu and
Kilmen (2008).

Conversely, the consistently low significance values of variables such as high school type,
university type, faculty, undergraduate category, years since graduation, and gender in predicting KPSS
achievement across all models suggest indicators of the fairness, equity, and inclusivity of the KPSS.
This finding is also supported by the study of Sen, Ugar, and Delen (2012), wherein they concluded that
the gender variable is not as important as other characteristics as a result of the model developed for the
prediction of secondary education placement test scores.

Further examination of model performance emphasizes that ANN outperforms other models and
offers the most accurate and consistent predictions of KPSS achievement. Likewise, in studies aimed at
predicting success, the ANN model had better prediction performance (Bahadir, 2013; Cirak, 2012;
Demir, 2015; Jidagam & Rizk, 2016; Ozcinar, 2006; Sengiir & Tekin, 2013). In contrast, although the
RF model achieves low error and high correlation coefficient values in training, its performance in

testing data suggests potential overfitting and limitations in generalization. Therefore, while the RF
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model may require refinement to enhance generalization, the KNN and SVM models demonstrate
moderate prediction performance with reasonable accuracy.

The contributions of this research are thoroughly investigating the variables related to KPSS
achievement by using longitudinal and real-world datasets. Furthermore, considering the study's
practical implications, it could offer valuable insights into long-term predictors of KPSS performance,
thereby informing the development of targeted strategies for examinee support and preparation.
Meanwhile, this research can guide decision-making processes in selecting the most suitable model for
predicting KPSS achievement.

Further research could explore additional predictor variables such as socio-economic background,
study habits, and psychological factors to offer deeper insights into examinees’ performance.
Investigating interaction effects between predictors and examining non-linear relationships could
provide a more comprehensive understanding of the variables influencing KPSS achievement.
Additionally, exploring the applicability of emerging machine learning algorithms, such as deep
learning and gradient boosting, may also enhance prediction accuracy.
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GENISLETILMIiS TURKCE OZET

KAMU PERSONEL SECME SINAVI (KPSS) BASARISININ VERi MADENCILIiGI
YONTEMLERIYLE TAHMIN EDILMESI

GIRIS

Kamu personel alimlarinda kritik bir rol oynayan ve ulusal diizeyde genis dlgekte uygulanan
KPSS gibi yiiksek riskli sinavlarin sonuglari, bireylerin kariyer yolculuklarini sekillendirmenin yani sira
kamuda belirli pozisyonlara bireylerin gerekli bilgi, beceri ve yetenekleri dogrultusunda
gorevlendirilebilmelerine olanak tanimasiyla kamusal alanda da 6nemli etkilere sahiptir. Bu nedenle,
sinav sonuglart kamu hizmetlerinin verimliligi ve etkinligi tizerinde derin bir etkiye sahiptir. KPSS kamu
hizmetlerinde ise alim ve egitimde karar verme siireglerinde etkili olup sonuglari egitimin kalitesinde
iyilestirmelere yonelik yiiksekdgretim politikalarinda stratejik planlamalar yapilmasma katk:
saglamaktadir. Literatiirde KPSS basarisinin arastirildigi ¢alismalarin sinirli oldugu goézlenmis olup
arastirma kapsaminda KPSS basarisinin tahminindeki yordayici1 degiskenleri incelemek amaglanmustir.
Calisma kapsaminda bireyin sinavdaki performansina katkida bulunabilecek farkli donemlerdeki
egitimsel ve demografik bilgilerini kapsayan cesitli yordayici degiskenlerin 6nemi biitiinsel olarak
arastirilmigtir. Bu ¢alismanin 6nemi ayni bireye ait boylamsal anlamda ¢esitli degiskenlere bagli KPSS
basarisin1 tahmin etmesi ve bu degiskenleri 6nem diizeylerine gore derecelendirme imkani sunmasidir.
YONTEM

Arastirmanin metodolojisi, veri madenciligi yontemlerinde kullanilan bagimsiz degisken sayisina
ve bagimli degiskenin tiirline gore analizler sonucu farklilik gosteren sayisal bilgi ve tablolarin
degerlendirilmesi acgisindan betimsel bir yaklasima dayanmaktadir. Bu c¢alismada, veri madenciligi
slirecini standartlagtirmak igin gelistirilen isi anlama, veriyi anlama, veri hazirlama, modelleme,
degerlendirme ve dagitma adimlarmi iceren CRISP-DM siire¢ modeli takip edilmis ve IBM SPSS
Modeler 18.2 programi kullanilmigtir.

Calisma verisi 2020 y1linda KPSS Lisans, ALES/1. Dénem ve YDS-Ingilizce siavlarindan iigiine
de giren 9.918 adayin YGS, ALES, YDS puanlari, lise tiirii, ortadgretim basar1 puan1 (OBP), cinsiyet,
iniversite, lisans programui, fakiilte, lisans alani, lisans mezuniyetinden sonra gegen yil, akademik not
ortalamasi (ANO) ve KPSS sinavina girme sayisi1 bilgilerinden olusmaktadir. Arastirmadaki veri yapisi,
degisken karakteristikleri ve yontemlerin 6zellikleri goz 6nlinde bulunduruldugunda, KPSS basarisini
tahmin etmede kullanilabilecek potansiyel degiskenlerin 6nem diizeylerini belirlemek amaciyla yapay
sinir aglart (ANN), rastgele orman (RF), k-en yakin komsu (KNN) ve destek vektér makinesi (SVM)
veri madenciligi yontemleri kullanilmigtir. Calismada kullanilan yontemlerinin tahmin performanslari,
modellerin ortalama mutlak hata (MAE) ve lineer korelasyon katsayis1 (R) degerleri karsilastirilarak

degerlendirilmistir.
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Sonug olarak, arastirma kapsaminda KPSS basarisina iliskin degiskenler boylamsal ve gercek veri
seti kullanilarak cesitli makine 6grenimi modelleriyle derinlemesine incelenip modellerin tahmin
performanslar1 degerlendirilmistir. KPSS basarisinin tahmininde yordayict degiskenler farkli énem
degerlerine sahip olmasina ragmen, degiskenlerin 6nem diizeyleri genel olarak modeller arasinda benzer
egilimler gostermistir. ALES sayisal testi tiim modeller arasinda tutarli bir sekilde en etkili yordayici ve
YGS matematik testi de hemen sonraki en Onemli degiskendir. Bu bulgular, KPSS basarisinin
tahmininde sayisal muhakeme becerilerinin énemini vurgulamaktadir. Ayn1 zamanda bulgular, ALES
ve YGS smavlarimin KPSS basarisim1 yordama gecerliliginin yiiksek oldugunu gostermektedir.
Bireylerin KPSS basarisinin tahmininde 6nem degeri gorece en yiiksek olan degiskenlerin diger yliksek
riskli smavlardaki basar1 durumlart olmast durumu smavlarin tutarli sonuglar sundugunu
desteklemektedir. Sonug olarak, bu durum yiiksek riskli sinavlarin tutarlilik anlamindaki giivenirligine
de kanit sunmaktadir.

Universiteye giris amaciyla uygulanan YGS’den {iniversite mezuniyet asamasinda girilen
KPSS’ye kadar olan liniversite egitimi siirecini kapsayan zaman dilimi gz 6niinde bulunduruldugunda
boylamsal anlamda siireci kapsayan gercek verinin analizinde YGS matematik test puanlari KPSS
basarisinin 6nemli bir yordayicisi olarak belirlenmistir. Bu sonuca paralel olarak Arikan ve D'Costa
(2016) da galismalarinda lise mezuniyeti sonunda kazanilan becerilerin {iniversite mezuniyetindeki
yeterlilik diizeylerini tahmin edilebilecegi sonucuna ulagmistir. Benzer sekilde Bahar (2011) ve Bastiirk
(2008) tiniversite giris siav1 ile KPSS puanlarimin yordama gegerliginde istatistiksel olarak anlaml bir
iligki tespit etmiglerdir. Buna gdre, bireylerin bagar1 durumlarinin biitiinciil bir yap1 gosterdigi ve bu
calismanin boylamsal anlamda ¢ikarim imkani1 sagladigi sonucuna varilabilir.

Ayrica lisans programi ve iiniversite degiskenleri de 6nem degeri yiiksek yordayicilardir, bu
durum akademik uzmanlagma ve kurumsal faktorlerin KPSS puanlar1 iizerindeki potansiyel etkisini
gostermektedir. Safran, Kan, Ustiindag, Birbudak ve Yildinm (2014), smava girenlerin lisans
programlarina gore KPSS basarilarini arastirdiklar1 ¢alismada, egitim fakiiltesi mezunu 6gretmen
adaylarinin ortalama basar1 puanlarinin istatistiksel olarak anlamli diizeyde daha yiiksek oldugu
sonucuna varmiglardir. Ayrica lisans programlarina gére KPSS basarilarinda anlamli farkliliklar
oldugunu gésteren bulgular (Ozkan ve Pektas, 2011; Yesil, Korkmaz ve Kaya, 2009) bu arastirmanin
sonuglarini desteklemektedir. Bu ¢alismanin bulgulari, ANO ile KPSS performansi arasinda anlamli bir
iliski oldugunu gosteren ¢alisma sonuglarini (Agil, 2010; Bahar, 2011; Bastiirk, 2008; Ercoskun &
Nalgaci, 2009; Kablan, 2010; Yesil, Korkmaz & Kaya, 2009) desteklemekle birlikte bu degiskenin
KPSS basarisinin tahmininde orta diizeyde bir etkisi oldugu sonucuna ulasilmistir. Bu bulgu
Kosterelioglu, Kosterelioglu ve Kilmen (2008) tarafindan yapilan ¢alismanin sonuglariyla tutarlilik

gostermektedir.
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Arastirma sonuglarinda lise tiiri, tiniversite tiirii, fakiilte, lisans alani, lisans mezuniyetinden sonra
gecen y1l ve cinsiyet gibi degiskenlerin KPSS basarisini tahmin eden modellerde genel olarak onem
degerlerinin diigiik olmasi, KPSS’nin tarafsizligi, esitligi ve kapsayiciligina dair gosterge sunmaktadir.
Bu bulgu Sen, Ugar ve Delen'in (2012) ortadgretime yerlestirme testi puanlarinin tahminine yonelik
gelistirilen model sonucunda cinsiyet degiskenin diger 6zellikler kadar 6nemli olmadig1 sonucuna
ulagtiklar1 calismayla da desteklenmektedir. Cinsiyet gibi degiskenlerin minimal etkisi, sinavin objektif
bir 6l¢iit olduguna ve yansizligina isaret etmektedir.

Modellerin performanslari karsilastirildiginda, ANN en diisiik MAE ve en yiiksek R degeriyle en
iyi tahmin performansi gosteren, KPSS basarisina iligkin en dogru ve tutarli tahminleri sunan modeldir.
Benzer sekilde basariy1 yordamaya yonelik yapilan g¢aligmalarda da ANN modelinin tahmin
performansinin daha iyi oldugu goriilmiistiir (Bahadir, 2013; Cirak, 2012; Demir, 2015; Jidagam ve
Rizk, 2016; Ozcinar, 2006; Sengiir ve Tekin, 2013). Buna karsilik, RF modeli egitimde diisiik hata ve
yiiksek korelasyon katsayisi degerleri elde etmesine ragmen verilerin test edilmesindeki performansi
potansiyel asir1 uyum ve genellemede sinirliliklar oldugunu gostermektedir. Bu nedenle, RF modelinde
genellestirilebilirlik igin iyilestirme gerekmekte olup SVM ve KNN modelleri orta diizeyde tahmin
performansina gostermistir.

Arastirma bireylerin desteklenmesi ve sinav hazirlik siireclerine yonelik hedeflenen stratejilerin
gelistirilmesinde bilgi saglayabilir. Ayn1 zamanda KPSS basarisini tahmin etmek i¢in en uygun modelin
secilmesinde karar verme siireglerine rehberlik edebilir. Sinav basarisini etkileyebilecek caligsma
aligkanliklari, sosyo-ekonomik ve psikolojik faktorler gibi degiskenlerin de dahil edilerek sinava
girenlerin performansina iliskin daha derinlemesine incelemeler yapilmasi Onerilmektedir. Ayrica,
yordayicilar arasindaki etkilesim etkilerinin aragtirilmasi ve dogrusal olmayan iliskilerin incelenmesi,
KPSS basarisimt etkileyen degiskenlerin daha kapsamli anlagilmasini saglayabilir. Ek olarak, derin
O0grenme ve gradyan artirma gibi yeni gelistirilen makine 6grenimi algoritmalarinin uygulanabilirliginin

aragtirtlmasi da tahmin dogrulugunu artirabilir.
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