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ABSTRACT
Virtualization technologies are increasing in importance day by day. The selection
of virtualization software is an important factor to realize efficient use of physical
hardware. In this study, the Ubuntu 22.04 LTS operating system was run on Virtu-
alBox, VMware, and Docker, which are widely used virtualization software. Then,
the Tiobench, Compress-7zip, C-ray, Smallpt, Tachyon, and OSBench tests were per-
formed on the Ubuntu operating system with the Phoronix Test Suite software, and
the test results were analyzed and compared. The results demonstrate that Docker out-
performed the other virtualization technologies, although not in every test. Owing to
its rapid deployment and efficient use of resources, Docker is suitable for applications
that require agility and scalability. However, traditional virtualization technologies,
such as VMware, may be more suitable for applications that require high security and
extensive resource management. In addition, this study provides information that can
guide users in selecting virtualization software.

Keywords: Virtualization, VirtualBox, VMware, Docker, Virtualization Technolo-
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1. INTRODUCTION
Virtualization technologies include a set of technologies and methods that offer the ability to run multiple operating

systems simultaneously by creating virtual environments on physical hardware. These technologies offer advantages
such as using resources more efficiently, providing flexibility, and isolating workloads (Schlosser et al., 2011). Vir-
tualization is widely used in many fields, such as cloud computing, server consolidation, application testing, and
development (Wei et al., 2019). Virtualization technologies enable more efficient use of physical hardware resources by
dynamically sharing them between virtual machines. These technologies are hardware independent and therefore easily
portable between different physical environments. They offer security advantages by isolating different virtual machines
from each other. Due to these advantages, virtualization technologies continue to be widely used today (Robbi et al.,
2019). Processing performance is a critical measure of the speed and efficiency of a system or application’s operations.
Accurately measuring process performance is important for system optimization, resource allocation, and user expe-
rience. Fast processing improves user experience and increases user satisfaction. A good process performance leads
to more efficient use of resources. Efficient processes can reduce costs by reducing energy and resource consumption.
These items emphasize the importance of processing performance (Mongia et al., 2020).

This study describes virtualization environments at hardware, OS, and application level in section 2, and describes
the performance metrics and evaluation criteria in section 3. Then, section 4 describes the materials and methods of
this study, and section 5 describes the findings. Finally, section 6 presents the discussion and conclusions of this study.

2. VIRTUALIZATION ENVIRONMENTS
Virtualization environments use various technologies and configurations to support diverse workloads and distribute

computing resources efficiently. The three levels of virtualization environments are described below.

2.1. Hardware Level Virtualization
Hardware level virtualization is a type of virtualization that enables the creation of virtual machines on physical

hardware. This is implemented using a hypervisor or virtualization manager. Hardware-level virtualization allows each
virtual machine to behave as if it had an independent operating system. Each virtual machine can run its own operating
system and applications; thus, multiple virtual environments can be achieved on a single physical server. This method
offers the advantages of effectively optimizing resource usage and providing isolation (Natawiguna et al., 2016; Perez
et al., 2008).

2.2. Operating System Level Virtualization
An operating system-level virtualization scheme allows an operating system instance to host multiple isolated

environments. In this type of virtualization, virtual environments (e.g., containers) running on a host operating system
are run in isolation. Each container can host its own applications and dependencies. OS-level virtualization is known
for its lightweight and fast startup/shutdown processes. Containers share the same core operating system but offer an
isolated environment (Perez et al., 2008) (Natawiguna et al., 2016; Patil, 2021).

Containers encompass only the instructions and code required for the application to run; thus, they are lightweight
compared to alternative approaches, such as virtual machines (VMs) (Brady et al., 2020).

You can find detailed information about why Docker, which makes container technology useful, is preferred in the
study of Ayaz et al., 2016. In addition, Docker is widely used in web applications. (Yılmaz et al., 2016)

2.3. Application-Level Virtualization
Application-level virtualization is a form of virtualization that enables an application to run in an isolated environment

within itself. This is typically implemented by running an application in a standalone container or running it isolated
in a virtual environment. Application-level virtualization allows applications to run in their own independent operating
environments, which offers the advantages of effectively using system resources and ensuring application independence
(Perez et al., 2008; Natawiguna et al., 2016).

3. PERFORMANCE METRICS AND EVALUATION CRITERIA
To effectively evaluate virtualization environments, it is important to measure and analyze performance metrics.

These metrics are used to evaluate different aspects of virtual infrastructure and the impact of virtual machines on
physical resources. The most important performance metrics are CPU utilization, memory management, input/output
operations, and network performance.
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3.1. CPU use
CPU use refers to the system or application load placed on the processor. Performance metrics were used to determine

the length of intensive CPU running. These metrics are used to evaluate the overall effectiveness of CPU utilization,
identify performance bottlenecks, and determine whether resources are being used efficiently (Ferrari et al., 1972;
Syauqi et al., 2023).

CPU-intensive tests such as c-ray and small, performed using the Phoronix test suite are important for evaluating
processor use in a system. The overall efficiency of the CPU was evaluated by measuring the effectiveness of the
processor performance in terms of computational tasks.

3.2. Memory Management
Memory management is a critical performance metric that evaluates how an application or system uses and manages

memory resources. In this section, we focus on memory utilization, memory leaks, cache memory activity, and memory
cleaning strategies. Good memory management can improve system stability and performance (Ferrari, 1972; Syauqi
et al., 2023; Sudha, 2013).

Memory intensive operations such as Tiobench and compress7-zip, provide important data for memory management.
These tests evaluate the efficiency of memory usage and are particularly useful for studying memory management
during on-disk compression and decompression operations.

3.3. Input/Output Operations
Input/output (I/O) operations refer to the ability of an application to interact with a disk, network, or other external

resources. Factors such as database access, file read/write speed, and asynchrony of I/O operations were evaluated.
bench testing is an effective way to measure I/O performance. The proposed method analyzes the efficiency of I/O

operations by evaluating the performance of file system operations. This is especially important for understanding and
optimizing disk performance (Ferrari, 1972; Sudha, 2013).

3.4. Network Performance
Network performance is an important metric that measures the effectiveness of an application or system in transmitting

data over a network. In this section, the network bandwidth, latency, packet loss rate, reliability, and network traffic
management factors are evaluated. Good network performance positively impacts user experience and ensures that
applications run quickly and reliably (Sudha, 2013).

The tachyon test provided by the Phoronix test suite evaluates the network communication performance. This test is
useful for measuring the system’s network performance in terms of network traffic management, bandwidth use, and
reliability.

4. MATERIAL AND METHOD
When analyzing performance, it is important to set up a test environment that can simulate real-life conditions. This

increases the validity and reliability of the obtained results and provides decision makers with tangible data.

4.1. Virtualization Platforms for Testing
The virtualization platforms we chose to perform the tests were VirtualBox, VMware and Docker. The virtualization

platforms were installed on the same machine, and the Ubuntu 22.04 LTS operating system was run on each machine.
The hardware specifications of the computer used in the tests affect the figures in the test results. However, the

performance ratios of virtual machines to each other did not change even when they were tested on different hardware.
The hardware information of the computer on which the virtual machines were installed to perform the tests is

described as follows.

Hardware Information
Processor: Intel Core i7-6500U @ 2.50 GHz
Motherboard: Lenovo 20EVS01G00
Memory: 2x8GB SODIMM DDR3 Synchronous 1600 MHz (0,6 ns)
Disk: 500 GB SanDisk SDSSDH3
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4.2. Workloads and scenarios
The tests performed using the Phoronix Test Suite on the Ubuntu 22.04 LTS operating system were as follows:
Tiobench: The Tiobench test is used to measure file input/output performance. This test is intended to determine

the speed of input/output operations in a file system. In other words, it can be used to measure and compare disk
performance. Tiobench was used to test factors such as disk read/write speeds, file processing speeds, and delays in
data access (Gurjar et al., 2019).

Compress-7zip: The 7-Zip is an archiving program that provides high compression rates and supports various file
formats. The Compress-7zip test in the Phoronix Test Suite measures how fast 7-Zip compresses and archives different
file types and sizes (Gupta et al., 2017).

C-ray: This test measures processor performance by simulating 3D modeling operations. It is used specifically to
evaluate processor computational capabilities. c-ray shows how effectively processor power is used to render visual
effects and 3D modeling using ray tracing. This test was used to measure and compare the performance of the processor
cores. It is preferred to see the performance differences between different processor models, core counts, and clock
speeds (Benchmark, 2024).

Smallpt: This benchmark test is a 3D ray tracing dataset. This test was used to measure the performance of the ray
tracing techniques used to render 3D graphics. Ray tracing is used to create realistic visuals. It is used to simulate how
light is refracted and reflected. Smallpt creates 3D scenes using these techniques in a simple manner and measures the
rendering time of these scenes (Benchmark, 2024). CPU intensive tests such as c-ray and small, which you run with
Phoronix-test-suite, are an important way to evaluate processor utilization in the system. The overall efficiency of the
CPU was evaluated by measuring the effectiveness of the processor performance in terms of computational tasks.

Tachyon: It is another ray tracing benchmark test is designed to measure the performance of ray tracing algorithms
used to render 3D graphics (Benchmark, 2024).

OSBench: This test aims to measure how fast an operating system can perform basic operating system calls and
operations, such as file system access. It is used to evaluate operating system functions, such as file processing, memory
management, threading, and other basic system calls (Benchmark, 2024).

For example, the implementation stages of the 7zip compression test on Docker:
First, we pull the Ubuntu 22.04 LTS image from the Docker Hub and run a container. Figure 1 shows the installation

and operation of the Docker container.

Figure 1. Docker container installation and running

Then, we install the required packages. Figure 2 shows the installation of the required packages.

Figure 2. Installation of required packages

Then, we install the 7zip compression test in the PRONONix test suite Figure 3 shows the installation of 7zip.

Figure 3. Install 7zip

As illustrated in Figure 4, the 7zip compression test is conducted.

Figure 4. Run 7zip compression test
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The results are presented in Figure 5.

Figure 5. Results

4.3. Data collection and analysis
The test results are presented in tables for clarity and are not presented in the Phoronix Test Suite. In case of

inconsistencies in the results, the tests were repeated. Certain variation selections were made in order not to extend the
test times. The total test time was measured as 6 h.

Column charts were used to compare and analyze the data made into tables.
Then, the data were analyzed, and comments were made about the usage scenarios.

5. RESULTS
This section presents the results of experimental tests performed in different virtualization environments and their

comparative analysis.

5.1. Performance Results of Each Virtualization Environment
The test results are given in the tables below.

5.1.1. Tiobench Test
The tests we apply with the Tiobench test are random write and random-read test.
Test:Size per thread: 64 MB, thread count: 8
The Tiobench test results are presented in Table 1.

Table 1. Tiobench test results
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Figure 6. Tiobench random-read test result bar graph.

Figure 7. Tiobench random write test result bar graph.

Figure 8. Compress-7zip compression test results are shown as a bar graph.

Figure 9. Compress-7zip decompression test results are shown as a bar graph.
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Figure 10. C-ray test results are shown as a bar graph.

Figure 11. Bar graph of smallpt test results.

Figure 12. Tachyon test result bar graph.

Figure 13. OSBench creates a thread test result bar graph.
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Figure 14. OSBench creates a process test result bar graph.

Figure 15. OSBench memory allocation test result bar graph.

In the Tiobench test, the results of which are shown in Figures 6 and 7, it can be seen that Docker demonstrated high
performance in the reading test and VMWare in the writing test. This test provides us with information about the disk
performance of the virtual machines. In the Compress7zip tests, the results of which are shown in Figures 9 and 10,
it can be seen that Docker obtained the highest MIPS (Million instructions per second) values. This demonstrates that
Docker outperformed other virtualization environments in tests measuring disk performance. When we look at the C-ray
results (Figure 10), which mainly test the processor performance, we see that Docker is superior; however, the results
are very close to each other. In the Smallpt (Figure 11) and Tachyon (Figure 12) test results, which focus on processor
performance, it is seen that Docker’s performance is quite high. However, VMware and VirtualBox demonstrated
inconsistent results. This is because these tests measure not only the processor performance. In OSBench’s Create
Threads (Figure 13) and Create Process (Figure 14) tests; parameters such as processor performance, OS efficiency,
memory management, input/output performance, and multi-core usage, were measured. The performance rankings
are Docker, VirtualBox, and VMware. Another test from OSBench, Memory Allocations, measures memory-intensive
performance such as memory allocation speed, memory-release speed, and memory fragmentation. Although the results
(Figure 15) are similar to those of other OSBench tests, VMware appears to perform better than VirtualBox in this test.
Docker also demonstrated the highest performance in this test.

Docker takes a different approach from other virtualization technologies. Instead of using hypervisors, as in other
virtualization environments, it provides containerization at the operating system level (Pahl et al., 2017; Wang, 2022).
This allows Docker containers to be lighter and consume fewer resources (Kaiser et al., 2022; Reis et al., 2022).
The fact that MIPS values are superior to those of other virtualization environments suggests that Docker may
incur lower overhead (added processing power). This structure of Docker indicates that it will outperform other
virtualization technologies in all tests. The results show that this is not the case. We found that Docker outperformed
other virtualization environments in certain tests and workloads. In particular, in the Compress-7zip test, we observed
that Docker’s compression and decompression performance was quite high compared to others. In addition, in the
Tiobench test, notably Docker performs quite well in the random read and write operations. However, Docker was not
superior in every test. In the Tiobench random write test, Docker outperformed the other virtualization environments.

These results demonstrate that for certain workloads and tests, Docker may have performance advantages; however,
these advantages are not always and not in every test scenario. Thus, the selection of a virtualization environment should
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depend on the workload, performance requirements, and case. Each can offer different advantages and disadvantages.
It is important to choose a virtualization solution that best suits specific requirements (Potdar et al., 2020). VirtualBox
and VMware are the most widely used virtualization technologies. Considering the test results, the performance of
both virtualization technologies appeared to be close to each other. On average, VMware provides slightly higher
performance. When selecting the virtualization technology to use, the use scenario should be considered. Because the
usage scenario involves different workloads, performance varies for different workloads.

6. DISCUSSION AND CONCLUSION
Docker’s overall success rate in tests was approximately 92%.
Based on the Tiobench test results, Docker achieved the highest read speed of 40,638 MB per second in the

random_read test, while it exhibited an average performance of 255 MB in the random_write test. VMwareachievedd
the highest write speed (1159 MB. These results demonstrate that Docker exhibits better disk performance, especially
in read operations, whereas VMware exhibits better performance in write operations.

In the Compress-7zip test results, Docker achieved the highest values with 11.435 million instructions per second
(MIPS) in the compression test and 8.721 MIPS in the decompression test. This demonstrates that Docker is more
efficient than other virtualization technologies in terms of disk performance.

Docker obtained the fastest results in the processor-intensive ray tracing test with 455 µs. VMware and VirtualBox
gave results of 481 µs and 482 µs respectively. It can be observed that Docker is faster than other processor-based
operations, albeit by a small margin.

Dockeroutperformed then other virtualization environments by completing the test in less time than the Smallpt test
with 66 µs and Tachyon test with 1017 µs. This demonstrates that Docker is more efficient, especially in CPU-intensive
tasks, and provides faster results, especially in 3D graphic operations.

Considering the OSBench test results, Docker obtained the fastest results with 71 µs in the process creation test.
VMware and VirtualBox delivered results of 126 and 86 µs, respectively. In addition, Docker demonstrated the fastest
performance at 136 ns in the memory allocation test. These findings demonstrate that Docker is more efficient in
operational processes such as memory management and process creation.

Docker outperformed other virtualization environments in various performance metrics. In particular, Docker has
been observed to be faster and more efficient in tests such as disk reading, compression, ray tracing, and memory
management. However, it may have disadvantages, such as security risks and resource isolation. VMware is more
suitable for applications that require security and comprehensive resource management and stands out particularly for
disk write performance and security requirements. VirtualBox, on the other hand, offered a more balanced performance
but fell behind other technologies, especially in terms of disk performance and processor-intensive operations. Users
should choose between these virtualization technologies based on their particular needs and application scenarios.

With the increasing use of Docker, security threats targeting Docker containers from malicious hacker teams such as
TeamTNT, WatchDog, Kinsing, and Rocke, have increased (Unit42, 2022).

Our findings align with those of Reis and Oliveira (2022), who demonstrated that Docker outperforms traditional
virtual machines in terms of start-up time and resource usage. Pahl and Lee (2017) also highlighted that while
Docker containers are advantageous for lightweight and scalable deployments, they may not always offer the same
level of isolation and security as hypervisor-based solutions. These comparisons underscore the necessity of selecting
appropriate virtualization technologies that meet specific workload requirements and performance expectations.

For researchers focusing on virtualization technologies, it is recommended to consider both containerization and
traditional virtualization methods depending on the specific case. Docker, with its rapid deployment and efficient
resource usage, is ideal for applications requiring agility and scalability. However, for applications needing high security
and extensive resource management, traditional virtualization technologies like VMware may be more suitable. Future
research should also explore the integration of these technologies to exploit the strengths of both approaches.

This study has certain limitations. First, the tests were conducted using a single type of hardware configuration,
which may not represent all possible scenarios. In addition, the focus was on a limited set of performance metrics,
thereby eliminating other potentially significant factors, such as long-term stability and maintenance costs. Future
studies should consider a broader range of hardware environments and performance indicators.

In future, we plan to consider other factors in the virtualization technology selection process, including security tests.
Afterwards, we plan to extend this test, which we conducted using the Ubuntu 22.04 operating system, with different
operating systems and other virtualization technologies (Hyper-V, KVM, Parallels).
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