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In this research, performance comparisons were made using various resampling techniques and different

classifiers shown in Figure A in order to predict academic success.
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Figure A. Accuracy scores of classifiers obtained by resampling and non-sampling methods
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Purpose: The aim of this study is to predict and predetermine students' academic success by using different
machine learning algorithms on the data set. Accordingly, it includes classification studies for early detection
of academic success with different machine learning algorithms and resampling techniques on the Open
University Learning Analytics Dataset.

Theory and Methods: Open University Learning Analytics Dataset-OULAD" data set was used within the
scope of the study. Logistic Regression (LR), Linear Discriminant Analysis (LDA), Rondem Forest (RF),
K-Nearest Neighbors (KNN), Decision Tree (DT, Support Vector Machine (SVM) and Naive Bayes (NB)
methods were used in the classification processes and their performances were evaluated. Seven different
methods were used. In addition to its performance without sampling, thirteen different resampling
techniques were applied independently for each method used in this study. In this process, a total of ninety-
one different classification processes were performed and the results are reported.

Results: Using the RandomOverSampler oversampling technique, 97% accuracy was obtained with the
Random Forest classifier, and 96% accuracy was obtained with the K-Nearest Neighbors classifier using the
AIIKNN undersampling method. The best results obtained with Random Forest in all classifications are
97% in accuracy, 96% in precision, 96% in recall and 96% in F1 Score. The best results obtained with K-
Nearest Neighbors in all classifications are 96% in accuracy, 92% in precision, 92.6% in recall and 93% in
F1 Score.

Conclusion: In the study, it was seen that RandomOverSampler, Kmeans SMOTE, which are oversampling
techniques, and EditedNearestNeighbors and AIIKNN, which are undersampling techniques, provided a
higher increase in success. The imbalance of classes in the data set is a factor that affects the success of the
models. Balancing the existing data set with appropriate sampling techniques allows models to be more
successful.
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Makine 6grenimi, bir bilgisayarin verileri analiz etmeyi, modeller olusturmay: ve karar vermeyi 6grenmesine olanak
taniyan bir yapay zeka alanidir. Makine 6grenimi, egitimde 6nemli bir rol oynamaktadir. Bu arastirmada, Open University
Learning Analytics veri seti tlizerinde ¢esitli makine Ogrenimi teknikleri kullanilarak Ogrencilerin akademik
performanslarini  tahmin etmek amaciyla smiflandirmalar  gergeklestirilmistir.  Cesitli yontemlerin  basarist
degerlendirilmis, ayrica smiflandiricilarin tahmin basarisint - arttirmak igin literatiirde sikga goriilen SMOTE,
KMeansSMOTE, RandomOverSampler, ADASYN, BorderlineSSMOTE ve SVMSMOTE fazla 6rnekleme teknikleri
kullanilarak ~ veri arttirma islemi yapilmustir.  Ayrica, EditedNearestNeighbours, AIIKNN, NearMiss,
NeighborhoodCleaningRule, OneSidedSelection, RandomUnderSampler ve TomekLinks az ornekleme teknikleri
kullanilarak da veri azaltma iglemi yapilmistir. Lojistik Regresyon, Linear Diskriminant Analizi, Rastgele Orman, K-en
yakin komgu, Karar Agaglari, Naive Bayes ve Destek Vektor Makineleri olarak yedi farkli makine 6grenme teknigi
kullanilmistir. Yeniden drnekleme olmadan siniflandirmaya ayrica alt1 farkli fazla 6rnekleme ve yedi farkli az 6rnekleme
teknigi kullanilarak doksan bir siniflandirma islemi gergeklestirilmigtir. Tiim siniflandirma siiregleri dort farkli performans
metrigi ile raporlanmustir. RandomOverSampler fazla 6rnekleme teknigi kullanilarak Rastgele Orman siniflandiricr ile
%97, ALIKNN az ornekleme teknigi ile K-en yakin komsu siniflandiricidan %96 dogruluk elde edilmistir. Veri setinde
simif dengesini saglamak amaciyla fazla 6rnekleme ve az Ornekleme yonteminin siniflandirict basarisini arttirdign
gOrilmiistiir.

A classification study on predicting academic success using machine learning with
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Machine learning represents a domain within artificial intelligence enabling computers to acquire the capacity for data
analysis, model construction, and decision-making. Machine learning plays an important role in education. In this
research, classifications were performed on the Open University Learning Analytics dataset using various machine
learning techniques to predict students' academic performance. The success of various methods was evaluated, and to
enhance the predictive accuracy of the classification algorithms data augmentation was performed using SMOTE,
KMeansSMOTE, RandomOverSampler ADASYN, BorderlineSMOTE and SVMSMOTE oversampling techniques,
which are frequently seen in the literature. Additionally, data reduction was performed using EditedNearestNeighbors,
AlIKNN, NearMiss, NeighborhoodCleaningRule, OneSidedSelection, RandomUnderSampler and TomekLinks
undersampling techniques. Seven different machine learning techniques were used: Logistic Regression, Linear
Discriminant Analysis, Random Forest, K-nearest neighbors, Decision Trees, Naive Bayes and Support Vector Machines.
In addition to classification without resampling, ninety-one classification operations were performed using six different
oversampling and seven different undersampling techniques. All classification processes are reported with four different
performance metrics. Using the RandomOverSampler oversampling technique, 97% accuracy was achieved with the
Random Forest classifier, and 96% accuracy was achieved with the K-nearest neighbors classifier using the AIIKNN
undersampling technique. It has been noted that employing oversampling and undersampling techniques enhances the
effectiveness of classifiers by addressing class imbalance within the dataset.
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1. Giris (Introduction)

Bireylerde yasantilar sonucu davraniglarda meydana gelen dgrenme
siirecinde 6gretmenler, 6grencilerin basarilarma iliskin geribildirim
alarak Ogrenme ortamini, Ogrenme programlarini, Ogrencileri ve
o6gretmenin  kendisini  degerlendirerek siirece iligkin  gerekli
diizenlemeleri yapabilirler. Egitim alaninda temel bir unsur olan
egitsel degerlendirme, Ogrencinin anlama diizeyini belirlemek ve
O6grenme siirecini gelistirmek amaciyla yapilan ilerlemeyi izleme
stirecidir. Bu kritik agama, egitimin belirleyici gli¢lerinden biri olarak
kabul edilir ve 6grenme stratejilerini 6nemli olglide etkileyebilir [1].
Klasik 6grenme ortamlarina kiyasla, teknolojik araglarin egitim
siireglerine hizla entegre edilmesi, 6grenci degerlendirmelerinin ve
bilgilerinin dijital ortamlarda tutulmasini saglar. Ogrenci verileri,
biiyiik veri yiginlarini olusturur. Bugiiniin gelisen teknolojileri, veri
toplama, izleme, performans degerlendirme ve Ogrencilere geri
bildirim saglama konularinda olanaklar sunmaktadir. Egitim
sektoriinde makine dgrenimi, yapay zeka ve veri bilimi alanindaki
hizli ilerlemeler sayesinde Ogrenme verileri toplanabilir ve
ogrencilerin 6zel 6grenme ihtiyaglari belirlenebilir [2].

Bu ¢aligma, Ayse Alkan’nin, Onur Sevli danigmanhiginda yiirGittigi,
Burdur Mehmet Akif Ersoy Universitesi Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dali biinyesinde tamamlanan
“Akademik bagarinin egitsel veri madenciligi ve makine 6grenmesi
teknikleri kullanilarak tahminlenmesi” bashkli tez c¢alismasina
dayanmaktadir.

Karmagik iligkileri ve kaliplart 6grenebilen, makine O6grenmesi
algoritmalar1 ile toplanan veriler arasinda karar verebilmek,
ogrencilerin performansini tahmin etmek ve 6grenme hedeflerine
ulagsmada olas1 basarisizhiga karsi erken Onlem almak miimkiin
olabilmektedir. Egitim alaninda siklikla kullanilan makine 6grenmesi
algoritmalar1 akademik basarinin tahmin edilmesinde de yaygin
olarak kullanilan bir yéntem haline gelmistir [3]. Internetin egitim
alaninda giderek yayginlagmasi, elektronik 6grenme, mobil 6grenme,
cevrimici egitim, web tabanli egitim ve kitlelerin katilabildigi agik
cevrimici dersler gibi gesitli platformlarin kullanimini artirmistir. Bu
popiilerlik ve firsatlar, dijital ortamda egitim alan 6grenci sayisinin
artmasina paralel olarak veri miktarinin da artmasini beraberinde
getirmigtir. Online ortamlarda yapilan faaliyetler sonucunda
ogrenciler dijital izlerini birakmakta ve bu izler genis veri havuzlarimi
olusturmaktadir. Online egitim ortamlari, klasik sinif ortamlarina gore
Ogrenci verilerini veri tabanlarina kaydetme imkani sunmaktadir [4].
Veri tabanlarindaki veriler tek basina bir anlam tasimasa da ¢esitli veri
analiz yontemleriyle islenen veriler arasindaki baglantilar anlamli
bilgiler saglayabilmektedir. Ogrenme ortamlarimin verimliligini
artirmak ve olas1 bagarisizlik durumlarimi tahmin etmek amaciyla
ogrenci performansi, derse katilim, soru sorma siklig1 gibi verileri
analiz etmek amaciyla aragtirmacilar son donemde veri madenciligi,
egitsel veri madenciligi gibi alanlara yonelmiglerdir. Veri
madenciligi, 1960'larda verilerin bilgisayarda depolanmasiyla ortaya
cikmis ve biiyiik veri setlerindeki gizli iliskileri inceleyerek anlamli
bilgiler elde etmeyi amaglayan bir analiz yontemidir [5, 6]. Veri
setlerinin analizinde istatistik, bilgi teknolojileri, veri tabani
teknolojileri, yapay zeka, makine d6grenmesi, orlintii tanimlama, veri
gorsellestirme gibi farkli yontemler kullanilmaktadir [7]. Veri
setlerinin analizinde kullanilan bir yontem olan makine 6grenmesi,
bilgisayarlarin insanlar gibi 6grenme yetenegine sahip olmalarini ve
mevcut verileri analiz ederek problemlere ¢oziim iiretmelerini
saglayan bir disiplindir. Tarihi siiregte bilim insanlari, "Makinalar
diigiinebilir mi?" sorusunun cevabini aramuslardir [8]. Makine
O6grenmesi, yapay zekanin bir alt disiplini olup, bilgisayarlarin ge¢mis
veri deneyimlerinden yola c¢ikarak gelecege yonelik tahminler
yapmak i¢in istatistiksel modellerin kullanildig: bilimsel bir ¢aligma

alamdir [9, 10]. Makine Ogrenmesi siireci, veri toplama, veri
hazirlama, model egitimi, model degerlendirmesi ve performansin
artirilmast olmak iizere bes adimdan olugmaktadir [11]. Bu adimlart
takip ederek basarili sonuglar alan aragtirmalarin sayist her gecen giin
artmaktadir. Bu ¢aligmalardan bazilar1 bir sonraki boélimde
verilmistir.

2. ilgili Calismalar (Related Works)

Makine 6grenmesi algoritmalari ile mevcut verileri egiterek ve en iyi
modeli olugturarak gelecekteki farkli durumlar igin istikrarli tahminler
yapabilen pek ¢ok arastirma mevcuttur. Ornegin, yiiksekogretim
programlarindaki &grencilerin sonuglarini  tahmin etmek igin
kullanilan makine &grenimi yaklagimlarindan olduk¢a dogru
tahminler iiretilmistir [12, 13]. Universite smav sonuglar1 ile
ogrencilerin basarilar1 arasindaki iliskiyi K-Means algoritmasiyla
inceleyen arastirmada 6grencilerin boliimlerinin ve basarilarinin bes
farkli kiime olusturdugu belirtmistir [14]. Universite dgrencilerinin
basarisizlik ve devamsizlik tahminleri i¢in Karar Agaglant (KA),
Yapay Sinir Aglarn (YSA), Rastgele Orman (RO) ve Lineer
Diskriminant Analizi (LDA) tekniklerini kullanan c¢aligmanin
sonucunda en yiiksek dogru smniflandirma %57,35 ile LDA'dan elde
edilmistir [15]. KA, YSA ve LDA ydntemlerini kullanarak {iniversite
Ogrencilerinin mezuniyet notlarinim tahmin edildigi ¢alismada
kullanilan yéntemler %80 dogru sonug vermistir [16]. Istatistiksel
simflandiricilar, KA, Kural indiiksiyonu, Bulamk Kural Ogrenmesi
ve YSA algoritmalar gibi yontemlerle desteklenen bir Ogrenme
Yonetim Sistemi (OYS) olan Moodle platformundan egitim alan
iiniversite 6grencilerinin final notlarini tahmin etmeye yonelik yapilan
bir arastirmada, Apriori algoritmast ve Birliktelik Analizleri
kullanmilmustir. Birliktelik analizi ile %95,5 oraninda dogruluk elde
edilmistir [17]. Bir baska arastirmada KA yontemlerinden J48
algoritmasi kullanilarak dgrencilerin derse devamlar1 %80 basari ile
dogru olarak tahmin edilmistir [18]. Expectation Maximization
algoritmasi ile kiimeleme ve KA kullanilarak siniflandirma yapilan
calismada dgrencilerin Ogrenci Se¢gme Smavi (OSS) basarilarmna etki
eden faktorler tespit edilmeye ¢aligilmistir [19]. KA, Destek Vektor
Makineleri (DVM), YSA, Lojistik Regresyon (LR) modelleri
kullanilan ¢aligmada {iniversite birinci simf Ggrencilerinin
yipranmasinin ardindaki nedenler tahmin edilmeye g¢alisilmistir ve
caligma sonucunda kullanilan yéntemlerin tamaminin yaklasik %80
oraninda dogru siniflandirma performans: gosterdigi belirtilmistir
[20]. WEKA veri madenciligi yazilimi ile yapilan ¢aligmada J48 ve
RO algoritmalar1 kullanarak tiniversite ogrencilerinin
performanslarinin tahmin edilmeye ¢alisildigi aragtirma sonucunda,
J48 algoritmasiyla %88,37, RO ile ise %94,41 dogruluga ulagiimistir
[21]. Gelistirilmis yapay zekay1 kullanan ve {iniversite 6grencilerinin
egitimlerine devam edip etmediklerini tahmin eden bir model
gelistirmeye caligilan aragtirma sonucunda KA algoritmasinin %97,50
ile yiiksek tahmin dogrulugu sagladig belirtilmistir [22]. Universite
egitimini birakan 6grencilerin daha sonra egitimlerine devam edip
edemeyeceklerini bir kiimeleme algoritmasi olan Ward yontemiyle
inceleyen aragtirma sonucunda kiimelere gbre Onerilerde
bulunulmustur [23]. YSA, DVM, LR ve KA yontemlerini kullanarak
yapilan ¢alismada ortaokul yerlestirme sinavi basarisini en iyi tahmin
eden degiskenin 6grencilerin iki y1l once aldiklari seviye belirleme
sinavi puanlari oldugu belirtilmistir [24]. Universite birinci siuf
6grencilerinin 6grenimlerine devam durumunu tahmin etmek i¢in KA,
Naive Bayes (NB), YSA ve Rule Induction algoritmalarini kullanarak
modeller gelistiren aragtirmada, Rule Induction modelinin en yiiksek
genel dogruluk orani olan %86,27'ye ulastig1 ifade edilmigtir [25].
Universite dgrencilerinin okulu birakma egilimlerini belirlemek
amactyla K-en Yakin Komsu (KNN) algoritmas: kullanarak kiime
analizi uygulanan aragtirma sonucunda basarili akademik ge¢cmise
sahip Ogrencilerin devam durumlarinin yiiksek oldugu belirtmigtir
[26]. Lise dgrencilerinin okulu birakma durumlarinin tahmini {izerine
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caligilan aragtirmada RO algoritmasini  kullanan model %95
dogrulukla sonug iiretmistir [27]. Yiiksekogretim programlarinda
ogrencilerin sonuglarini tahmin etmek igin denetimsiz ve denetimli
o6grenme tekniklerinin kullanildig1 iki asamali makine Ggrenmesi
yaklasiminda yiiksek dogrulukta tahminler tirettigi belirtilmistir [12].
Universitenin akademik itibari, iiniversitenin bulundugu sehrin
olanaklari, iiniversitenin sagladigi olanaklar ve kiiltiirel olanaklar gibi
faktorleri dikkate alarak Ogrenci yerlestirme yiizdesinin tahmin
edilmesine yonelik bir ¢aligma sonucunda Extreme Gradient Boosting
(XGBoost) algoritmasinin diger makine 6grenmesi yaklagimlarina
kiyasla daha yiliksek tahmin dogrulugu sergiledigi bulgulanmistir
[13]. Farkli bir ¢alismada, basarisizlik riski altindaki Ogrencileri
tahmin etmek i¢in Ogrenim Yénetim Sistemi (OYS) veri kiimesi ve
internet kullanim giinliik dosyalar1 makine dgrenmesi teknikleriyle
analiz edilerek Ogrenci demografik verileri birlestirilmistir [28].
Cevrimigi egitim sisteminde etkileme stratejilerinin ikna ediciligi ile
ogrencilerin derse yonelik davraniglar1 arasindaki baglantilarin
arastirlldigi caligmada makine 6grenmesi algoritmalart basarili olarak
uygulanmigtir [29]. Bagka bir ¢aligmada ise; basaril bir tiklama tuzag:
tespit performansinin ve tiklama tuzagi ciimlelerinin dil ve psikolojik
yonlerinin ayrintili analizinde makine Ogrenmesi algoritmalari
uygulanmistir [30]. Ogrenci 6zelliklerine gore kisilik tipini tahmin
etmek icin denetimli makine Ogrenmesi ve siniflandirma
algoritmalarinin kullanildig1 ¢aligmada ise; 6grencinin potansiyeline
gore akademik rehberlik konusunda destek verilmistir [31]. Denetimli
makine 6grenmesi yaklasimlarini kullanarak dgrencilerin notlarina ve
not tahminlerine odaklanilan aragtirma dgrenci performansini %96,64
tahmin etmede basarilh olmustur [32]. Ogrencilerin  egitim
diizeylerine, becerilerine ve Onceki deneyimlerine gore kariyer
yollarmm kesfetmelerine yardimci olmayr amaglayan yapay zeka
tabanli calismada da dgrencilerin becerilerini degerlendirmelerini ve
iligkili olduklar igleri bulmalarina yardimer olunmaktadir [33].

3. Materyal ve Metot (Material and Method)

Bu aragtirma, ¢esitli siniflandiricilar kullanarak dgrencilerin bagarisini
tahmin etmeyi hedeflemektedir. Arastirmada kullanilan kamuya agik
“Open University Learning Analytics Dataset-OULAD” veri setine
kullanicilarin - veri setlerini bulmasina ve yaymlamasima katki
saglayan, Kaggle web sayfasindan ulagilmigtir [34]. Veri seti lizerinde
deneysel calismalar ve gerekli analizler yapilmistir. Siniflandirma
islemlerinde LR, LDA, RO, KNN, KA, DVM ve NB yo6ntemleri
kullanilmig ve performanslart degerlendirilmistir. Siniflandirma
caligmalarinda temel amaglardan biri tahmin basarisini1 arttirmaktir.
Bu nedenle yedi farkli yontem ve her bir yontem dogruluk, kesinlik,
duyarlilik ve F1-Skor degerleri karsilastirilarak incelenmistir.

Veri manipiilasyonu olmaksizin gerceklestirilen siiflandirma yani
sira, alt1 gesit fazla 6rnekleme ve yedi farkli az 6rnekleme teknigi

kullanilarak ~ toplamda  doksan  bir  smiflandirma  islemi
gerceklestirilmigtir. Tiim siniflandirma siiregleri dort ayr1 performans
olgiitii ile detaylandirilmistir.

3.1. Veri kiimesi (Dataset)

Bu aragtirmada, diinyanin en biiyiik uzaktan egitim tiniversitelerinden
biri olan Agik Universite (OU)nun "Open University Learning
Analytics Dataset-OULAD" adl1 veri seti kullanilmigtir. OULAD, OU
ogrencilerinin 2013 ve 2014 yillarina ait demografik verilerinin yani
stra iiniversitenin Sanal Ogrenme Ortamlar1 (VLE) ile etkilesim
verilerini igermektedir. 2013 ve 2014 yillarina ait 6grenci verilerinin
tablo halinde derlendigi OULAD, her bir tabloda agiklayici siitunlar
ve diger tablolardaki verilerle iligkilendirilebilecek ¢esitli bilgiler
icermektedir. Veri seti yapisina gore dgrenci modiilii, demografik
bilgiler, kayit bilgileri, degerlendirme bilgileri ve sanal &grenme
ortamlari etkilesim bilgilerine baglidir.

OULAD veri seti, uzaktan egitim sistemi i¢in hazirlanmig, kamuya
licretsiz olarak sunulan bir kaynaktir. Uzaktan egitimde Ogrenci
davranislarini ve performansimi analiz etmeye yonelik hazirlanmig
olan bu veri seti, demografik bilgiler, modiil kayitlari, degerlendirme
sonuglart ve sanal 6grenme ortami etkilesimlerini igermektedir. Veri
tabanlar1 arasinda iligkilerin bulunmasi, farkli tablolardaki verilerin
birbiriyle iliskilendirilmesini ve derinlemesine analiz yapilmasini
saglamaktadir. 32.593 6grenci ve 22 modiil sunumuna ait gergek
verilerden olusmasi sebebi ile diger kiigiik 6lgekli ve sentetik veri
setlerinden ayrilmaktadir. Bu 6zellikler OULAD’1 uzaktan egitim ve
dijital 6grenme siireglerini analiz etmek i¢in degerli bir kaynak haline
getirmektedir.

Veri setindeki her bir 6ge, bir veritabani tablosuna denk gelmektedir
ve bu tablolar arasinda iligkisel bir yapi bulunmaktadir. Veri
kiimesinde &grenci bilgileri “StudentInfo” tablosunda, Ogrencilerin
degerlendirilmesine ait bilgiler “student assessment” tablosunda,
degerlendirme ile ilgili bilgiler “assessments” tablosunda, modiil ile
ogrenci etkilesimine ait bilgiler “studentVle” tablosunda, modiillerin
kullanilmasinin planlandi haftalar ile bilgiler “Vle” tablosunda,
modiil i¢indeki kurslara ait bilgiler “courses” tablosunda, 6grencinin
modiile kayit olma bilgileri “studentRegistration” tablosunda
bulunmaktadir. Bu tablolar, ¢alisma kapsaminda kullanilan veri
kaynaklaridir.

Veri seti igerisindeki courses tablosunda bulunan alanlar Tablo 1°de,
assessments tablosunda bulunan alanlar Tablo 2’de, Vle tablosunda
bulunan alanlar Tablo 3’te, SudentInfo tablosunda bulunan alanlar
Tablo 4’te, StudentRegistration tablosunda bulunan alanlar Tablo
5’te, StudentAssessment tablosunda bulunan alanlar Tablo 6’da,
SudentVle tablosunda bulunan alanlar Tablo 7’de verilmistir.

Tablo 1. Courses tablosunda bulunan 6znitelikler (Features found in the Courses table)

Oznitelik Adi Aciklama
code_module Modiiliin belirleyici kodu
code presentation Subat aymda baglayan donem i¢in 'B', Ekim ayinda donem igin ise 'J'

harflerinden olusur.

Tablo 2. Assessments tablosunda bulunan 6znitelikler (Features found in the Assessments table)

Oznitelik Adi Aciklama

code module
code presentation
id_assessment
assessment_type

Degerlendirmenin ilgili modiiliin tanimlayici kodu
Degerlendirmenin ilgili sunumun tanimlayici kodu
Degerlendirmenin kimlik numarasi

Degerlendirme tiirii. Ug farklh degerlendirme tiirii vardir: Ogretmen

Tarafindan Isaretlenen Degerlendirme (TMA), Bilgisayar Tarafindan
Isaretlenen Degerlendirme (CMA) ve Final Sinavi (Sinav).
date Modiil sunumunun baglangicindan itibaren gecen giin sayisi
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Tablo 3. Vle tablosunda bulunan 6znitelikler (Features found in the Vle table)

Oznitelik Ad1 Agiklama

id_site Materyalin kodu

code module Modiilii tanimlamak i¢in bir kod

code presentation Sunumu tanimlamak i¢in bir kod
activity_type Modiil malzemesiyle iligkilendirilmis rol
week from Ders materyalinin baslangi¢ haftalari
week to Ders materyalinin bitis haftalart

Tablo 4. StudentInfo tablosunda bulunan 6znitelikler (Features found in StudentInfo table)

Oznitelik Ad1 Aciklama

code_module Ogrencinin kaydinin bulundugu modiil igin tammlayici bir kod

code_presentation Ogrencinin modiile kayith oldugu sunumun kimlik kodu

id_student Ogrencinin kimlik numarast

gender Ogrencinin cinsiyeti

region Ogrencinin sunumunu gergeklestirdigi konum

highest_education Modiil sunumuna giriste 6grencinin egitim seviyesi

imd_band Modiil sunumu esnasinda dgrencinin yasadigi bolgenin ¢oklu dezavantaj
band1 endeksi.

age band Ogrencinin yas aralig

num_of prev_attempts Ogrencinin modiilii deneme sayist

studied_credits Ogrencinin ait toplam kredi say1s1

Disability Ogrencinin engelli olup olmadigini belirtir

final result Ogrencinin modiil sunumundaki nihai sonucu

Tablo 5. StudentRegistration tablosunda bulunan 6znitelikler (Features found in StudentRegistration table)

Oznitelik Ad1 Agiklama

code module Modiiliin belirleyici kodu

code presentation Sunumun belirleyici kodu

id_student Ogrencinin kimlik numarasi

date registration Ogrencinin modiil sunumuna kaydolma tarihi

date unregistration Ogrencinin modiil sunumundan kaydinin silindigi tarih

Tablo 6. StudentAssessment tablosunda bulunan 6znitelikler (Features found in StudentAssessmen table)

Oznitelik Adi Aciklama

id_assessment Degerlendirmenin kimlik numarasi

id_student Ogrencinin numarasi

date submitted Ogrencinin modiil sunumunun baslangicindan itibaren gegen giin sayisiyla
Olgiilen teslim tarihi

is_banked Degerlendirme sonucunun 6nceki bir sunumdan aktarildigint gosteren
isaretci

score Ogrencinin degerlendirmedeki notu

Tablo 7. StudentVle tablosunda bulunan 6znitelikler

Oznitelik Adi Aciklama
code _module Modiil i¢in belirleyici bir kod
code presentation Modiil sunumunun belirleyici kodu
id_student Ogrencinin kimlik numarasi
id_site VLE (Sanal Ogrenme Ortam1) materyali i¢in bir kimlik numarasi
date Ogrencinin materyale ulastig1 tarihler
sum_click Ogrencinin materyalle etkilesim kurma sayisi
3.2. Veri On Isleme (Data Preprocessing) temizleme, normallestirme ve Oznitelik se¢imi gibi 6nemli adimlart

kapsayan sonraki analiz i¢in hayati 6neme sahiptir.
Veri seti lizerinde makine Ogrenmesi algoritmalart ile 6grenci

bagarisinin tahmin edilebilmesi i¢in baglangigta belirli 6n islemelerin 3.2.1. Normallestirme (Normalization)

yapilmast gerekmektedir. Analize gegmeden Once, veri on isleme

asamasi, gereksiz Oznitelikleri ortadan kaldirarak, veri tiirlerini Verilerin normallestirilmesi, veri kiimelerinin smiflandirma veya
standartlastirarak ve eksik veri Orneklerini igleyerek ham veri tahmin algoritmalar1 igin egitilmesinden dnce zorunlu bir 6n isleme
kiimesini rafine bir forma doniistiiriir. Bu hazirlik asamasi, veri adimidir. Ozellikle rastgele dagitilan veriler igin énemlidir; tekdiize
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Tablo 8. Tahminleme islemi i¢in kullanilacak 6znitelikler (Features to use for estimation)

Oznitelikler Agiklamasi

num_of prev_attempts
final result
weighted grade

Ogrencinin modiile katilma sayis1
Ogrencinin dersi gegme durumu
Ogrenciye ait agirlikli not ortalamasi

pass_rate Ogrencinin modiilii gegme yiizdesi
exam_score Final notu

date Materyale erigim siiresinin ortalama giin say1s1
sum_click Materyale yapilan ortalama tiklama sayisi

dagilimin {istiin sonuglar verecegi varsayimiyla [0-1] veya [-1,
1] gibi daha dar araliklarda 6lgeklendirmeyi gerektirir. Bu ¢aligmada
benimsenen yaklagim Es. 1'de belirtildigi gibi minimum-maksimum
normallestirme yontemidir.

, X—-min (X)

X =" (1)

max(X)—-min(X)
3.2.2. Eksik verileri silme (Deleting missing data)

Eksik veya miikerrer veri girisleri, veri kiimelerinde sik karsilagilan
durumlardir ve genellikle insan hatasindan veya veri aktarim
sorunlarindan  kaynaklanir.  Veri  setinin  dogrulugunu  ve
giivenilirligini korumak i¢in bu anormalliklerin sistematik olarak
tespit edilmesi ve ortadan kaldirilmasi 6nemlidir. Bu ¢alismada
modiilden kaydi silinen Ggrenciler, dgrenci bilgilerinin yer aldig
StudentInformation tablosundan ¢ikarilmistir.

3.2.3. Ozniteliklerin se¢imi (Features selection)

Oznitelik segim siireci, hedef 8grenme problemlerini ¢dzmek igin veri
kiimesinden gereksiz ve ilgisiz Oznitelikleri kaldirarak uygun bir
Oznitelik alt kiimesini tanimlamay1 amaglamaktadir. Bu tiir alakasiz
Oznitelikler, 6grenme dogrulugunu ve model kalitesini olumsuz yonde
etkileyebilir. Bu caligmada Oznitelikler Onem diizeylerine gore
secilerek hedef Oznitelikle karsilagtirilmistir. Tahminde kullanilacak
Oznitelikler tek bir tabloda birlestirilmistir. Bu tablodaki 6znitelikler
Tablo 8'de verilmistir.

Ilk olarak, her degerlendirmenin puani ve agirligiyla elde edilen son
notlar hesaplanmugtir. Ogrencilerin 40 ve fistii not almas1 durumu
gegcer not olarak kabul edilmis ve 6grencinin basariyla tamamladig:
degerlendirmelerin yiizdesi hesaplanarak agirlikli not ortalamasi
(weighted grade) 6zniteligi olusturularak yeni tabloya eklenmistir.
Ogrencilerin finaldeki basari durumlari (final result) tahmin
edilmeye caligilmistir.

e Her 6grencinin aldigi tiim derslerden ne kadarini gectigini gosteren
basar1 oram1 hesaplanmis ve pass_rate adinda Oznitelik
olusturularak yeni tabloya eklenmistir.

StudentInfo tablosundan kayitlar silinen dgrenciler tespit edilerek,
devam eden oOgrenciler belirlenmis ve bu Ogrencilere ait
exam_score Ozniteligi, yeni olusturulan tabloya eklenmistir.

Vle ve StudentVle veri setleri, 6grencilerin verilen kaynaklarina
etkilesimine dair bilgiler igerir. Bu verilerle 6grencilerin ¢aligma
durumu, igerige tiklama sayilari, sistemde kalma siireleri gibi
bilgilere ulasilabilir. Ogrencinin materyali agtig1 giinler ve
materyale erisim sayilarinin ortalama degerleri hesaplanarak Date
ve sum_click adlarinda oznitelikler yeni olusturulan tabloya
eklenmistir.

Olusturulan yeni veri seti Tablo 8’de de gosterildigi lizere yedi
Oznitelikten olusmaktadir. Veri setinde bulunan final result digindaki
Oznitelikler sayisal veri tiirline sahipken, hedef degisken olan
final result 6zelligi kategorik bir yapidadir. Final result 6zniteligine
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gore dgrencilerin basar1 durumlari incelendiginde %69 unun "gegtigi"
(pass), %18’inin "lstiin basar1" (distinction) gosterdigi ve %13 liniin
"bagarisiz" (fail) oldugu goriilmektedir. Bu bulgu, genel olarak
ogrencilerin biiyiikk ¢ogunlugunun bagar1 kriterlerini karsiladigini,
belirli bir kisminin ise yiiksek diizeyde performans sergileyerek iistiin
bagar1 elde ettigini ortaya koymaktadir. Bununla birlikte, basarisizlik
orani %13 olup, bu durumun egitim siirecinde ek destek ve miidahale
gerektiren bir 6grenci grubuna isaret ettigi sdylenebilir. Veri setinde
smif dagilimlar1 analiz edildiginde, ge¢cme (pass) sinifina ait
orneklerin daha fazla oldugu, diger iki simifin 6rnek sayilarimin
birbirine daha yakin oldugu gozlemlenmektedir.

3.2.4. Kullamilan Simiflandirma Yontemleri (Classification Methods)

K-En Yakin Komsu (KNN): Smiflandirma ve regresyon problemlerine
yonelik ¢oziimlerde kullanilan temel bir makine &grenimi
algoritmasidir. Veri noktalarimi uzayda birbirlerine yakinliklarina
gore gruplandirmak ve tahminlerde bulunmak igin kullanilir. Es.
2'deki formiil Oklid'e gore mesafenin belirlenmesinde kullanilir [35].

p 2
iy) = Zk=1(xik = %) @)

Karar Agaci (KA): Veri setindeki 6zelliklerin degerlerine gore alinan
basit kararlarla verileri siniflandirabilen bir makine 06grenme
algoritmasidir. Karar agaglari hem smiflandirma hem de regresyon
problemlerinde kullanilabilir. Karar agaci karar diigiimleri, dallar ve
yapraklardan olusmaktadir.

Naive Bayes (NB): Makine dgrenmesi ve istatistiksel smiflandirma
icin kullanilan olasilik tabanli bir algoritmadir. Siniflandirma
sorunlarin1 ¢ézmek icin yaygin olarak kullanilir ve genellikle dogal
dil isleme, spam filtreleme, duyarlilik analizi, tibbi teshis ve diger
smiflandirma gorevlerinde etkili sonuglar verir. Bu algoritma, Bayes
teoremini temel alir ve sinif degiskeninin degerini dikkate alarak tiim
degiskenlerin bagimsiz oldugunu varsayar [36]. Bayes teoreminde
kullanilan matematiksel formiil Es. 3'te agiklanmustir.

(A|B) = (P(B|A) * P(4))/P(B) 3)

Rastgele Orman (RO): Makine 6grenmesi alaninda yaygin olarak
kullanilan ve siniflandirma, regresyon, kiimeleme gibi ¢esitli gorevler
icin etkili sonuglar saglayan bir topluluk Ogrenme ydntemidir.
Rastgele Orman, bir¢ok karar agacinin birlestirilmesi ve bu agaglarin
tahminlerinin ortalamasi alinarak veya en ¢ok oylanan simif veya
degere gore smiflandirma veya regresyon yapilarak olusturulur.
Rastgele Ormanlar, her bir karar agacinin tahminine dayali varyansi
isleyerek tahmin edilen ortalamanin esas ger¢ege (siniflandirma) veya
dogru degere (regresyon) yaklasacak sekilde igleyebilir [37].

Destek Vektor Makinesi (DVM): Makine Ogrenmesi alaninda
siniflandirma ve regresyon problemlerinin ¢dziimiinde kullanilan



Alkan ve Sevli / Journal of the Faculty of Engineering and Architecture of Gazi University 40:4 (2025) 2191-2204

giiclii bir algoritmadir. DVM, uzaydaki veri noktalarini siniflandiran
bir hiper diizlem bulmaya odaklanir ve bu diizlem, siniflar arasida
maksimum marji elde edecek sekilde optimize edilir. Simflar
arasindaki marjin maksimuma ¢ikarilmas;, DVM'in yiiksek
genelleme performansina ve iyi bir ayirt etme giiciine sahip olmasini
saglar.

Lojistik  Regresyon (LR): Istatistik ve makine Ogrenmesinde
simiflandirma problemlerini ¢6zmek i¢in kullanilan istatistiksel bir
modeldir. Temel olarak, bir girig verisi alir ve bu veriyi bir veya daha
fazla kategoriye (siniflara) atar. Bu nedenle siklikla ikili siniflandirma
problemlerinde kullanilir ancak ¢ok smifli siniflandirmaya da
genisletilebilir.

Linear Diskriminant Analizi (LDA): Istatistik ve makine 6grenmesi
alanlarindaki siniflandirma problemlerinin ¢oziimiinde kullanilan bir
oriintli tanima ve boyut kiiciiltme yontemidir. LDA, ¢ok boyutlu veri
kiimelerini daha diisiik boyutlu bir alt uzaya doniistiirerek siniflandirir
ve siniflar arasindaki farklari vurgular.

SMOTE (Synthetic Minority Oversampling Technique): SMOTE,
azinlik smifinin 6rneklerini artirmak igin benzer érnekler arasinda
sentetik veri olusturur. Bu yontem, sinif dengesizliklerini azaltmak
i¢in yaygin olarak kullamilir.

KMeansSMOTE: SMOTE tekniginin bir gelistirmesidir. Veri
kiimelerini K-Means algoritmasi ile gruplara ayirir ve daha anlamli
sentetik veriler olusturmak i¢in bu gruplar1 kullanir.

RandomOverSampler: Bu ydontem, azinlik sinifindan rastgele drnekler
secerek veri kiimesini artirir. YOntem basit ama asir1 6grenmeye
yatkin olabilir.

ADASYN (Adaptive Synthetic Sampling): Azinhik simifi drneklerinin
yerel dagilimina gore sentetik Ornekler olusturur. Bu yontem,
Ogrenmesi zor olan bolgelere daha fazla sentetik veri eklemeyi
hedefler.

BorderlineSMOTE: Yalnizca simif sinirina yakin azinlik 6rnekleri icin
sentetik veri olusturur. Bu sayede smif ayrimimim gii¢lendirilmesi
amaglanir.

SVMSMOTE: SVM algoritmasinit kullanarak azmlik smifinin kritik
sinirlarina  yakin orneklerden sentetik veri olusturur. Bu, daha
karmasik siif ayrimlari i¢in uygundur.

Edited Nearest Neighbours: Azmlik sinifi 6rneklerini ¢evreleyen
¢ogunluk sinifi 6rneklerini kaldirarak veri temizligi yapar. Bu yontem
siniflar arasi karigiklig1 azaltmay hedefler.

AIIKNN: KNN algoritmasimi kullanarak veri kiimesindeki azinlik
sinifi 6rneklerine en yakin olan ¢ogunluk sinift 6rneklerini kaldirir ve
giiriiltiiyii azaltir.

NearMiss: Azmlik smifinin ¢evresindeki ¢ogunluk Orneklerini
secerek veri kiimesini dengeler. Bu yontem farkli versiyonlarla
(NearMiss-1, NearMiss-2, vb.) uygulanabilir.

NeighborhoodCleaningRule: KNN tabanli bir yaklagimla smiflar
arasi karigiklig1 temizlemek igin ¢ogunluk sinifi drneklerini kaldirir.
Daha dengeli bir veri kiimesi olusturur.

OneSidedSelection: Giiriiltiili ve gereksiz c¢ogunluk o6rneklerini
kaldirarak veri kiimesini kii¢iiltiir. Bu yontem, 6zellikle sinif sinirini
netlestirmek i¢in etkilidir.

RandomUnderSampler: Bu yontem, cogunluk sinifindan rastgele
ornekler kaldirarak veri kiimesini dengeler. Basit bir yontem olmakla
birlikte 6nemli bilgi kayiplarina yol agabilir.

3.2.5. Performans Metrikleri (Performance Metrics)

Bir siniflandiricinin bagarisini degerlendirmek igin Tablo 9'daki
karmagiklik matrisindeki degerler kullanilmaktadir.

Tablo 9. Karmasiklik matrisi (Confusion matrix)

= Gergek

g Pozitif Negatif

= Pozitif DP YP
Negatif YN DN

Karmasiklik matrisinden farkli basar1 6l¢iitleri olusturulur. Bu ¢alisma
kapsaminda kullanilan metrikler Tablo 10’da verilmigtir.

Tablo 10. Performans metrikleri (Performance metrics)

Metrikler

Metriklerin matematiksel ifadesi

Dogruluk  (DP + DN)/(DP + YP + YN + DN)

Kesinlik DP/(DP + YP)

Duyarliik  DP/(DP + YN)

F1-Skor 2 * Kesinlik * Duyarlilik / (Kesinlik + Duyarlilik)

Dogruluk metrigi bir modelin tahminlerinin ne kadar dogru oldugunu
Olgerken, kesinlik metrigi dogru simiflandirilmis pozitif 6rneklerin
toplam pozitif tahmin edilen ornekler arasindaki oranini ifade eder.
Duyarlilik metrigi, dogru smiflandirilmis pozitif 6rneklerin toplam
gercek pozitif ornekler arasindaki oranini verirken, F1 skoru, kesinlik
ve duyarlilik metriklerini birlestiren bir performans odl¢iisiidiir.
Kullanilan parametre degerleri grid arama yontemiyle elde edilmistir.

4. Sonuclar ve Tartismalar (Results and Discussions)

Bu bolimde c¢aligma kapsamindaki deneysel sonuglara yer
verilmektedir. Veri setinde LR, LDA, RO, KNN, KA, NB, DVM
siniflandiricilart ~ kullanilmistir.  Yeniden  Ornekleme olmadan
smiflandirmaya ayrica alt1 farkli fazla 6rnekleme ve yedi farkli az
ornekleme teknigi her bir siniflandirici igin tek tek uygulanarak Tablo
10'da verilen performans 6l¢timleri yapilmistir. Calismada kullanilan
parametreler ve degerleri Tablo 11°de verilmistir.

Tablo 11. Siniflandiricilar i¢in kullanilan parametreler ve degerler
(Parameters and values used for classifiers)

Siniflandirict Kullanilan parametreler ve
degerler

LR max_iter=250

LDA Default

RO n_estimators =100

KNN n_neighbors=13

KA Default

NB Default

DVM Default

LR modelinde max_iter=250 parametresi kullanilmistir. Bu segim,
modelin yakinsamasi igin yeterli sayida iterasyon yapilmasini
saglamak amaciyla tercih edilmistir. LDA genellikle hiperparametre
ayar1 gerektirmeyen ve dogrusal sinirlarla ¢alisan bir algoritma
oldugundan, varsayilan degerler ¢ogu durumda yeterlidir. Bu sebeple
varsayilan ayarlar kullanilmugtir. RO algoritmasinda
n_estimators=100 parametresi iyi bir denge sagladigi icin bu
parametre secilmistir. KNN algoritmasinda ise n_neighbors=13 olan
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Tablo 12. LR igin smiflandirma sonuglari (Classification results for LR)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor

Orneklemsiz - 0,87 0,84 0,81 0,82

Fazla drnekleme SMOTE 0,87 0,87 0,86 0,87
Kmeans SMOTE 0,90 0,896 0,896 0,896
RandomOverSampler 0,85 0,853 0,853 0,85
ADASYN 0,84 0,84 0,843 0,84
BorderLineSMOTE 0,84 0,84 0,84 0,833
SVMSMOTE 0,86 0,853 0,856 0,853

Az dornekleme EditedNearestNeighbours 0,93 0,93 0,90 0,913
AIIKNN 0,90 0,91 0,843 0,87
NearMiss 0,83 0,83 0,83 0,83
NeighbourhoodCleaningRule 0,84 0,846 0,843 0,84
OneSidedSelection 0,88 0,786 0,666 0,71
RandomUnderSampler 0,86 0,856 0,86 0,856
TomekLinks 0,89 0,866 0,816 0,84

Tablo 13. LDA i¢in siniflandirma sonuglari (Classification results for LDA)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor

Orneklemsiz - 0,89 0,81 0,85 0,81

Fazla 6rnekleme SMOTE 0,86 0,86 0,86 0,86
Kmeans SMOTE 0,88 0,89 0,883 0,876
RandomOverSampler 0,86 0,86 0,86 0,853
ADASYN 0,83 0,84 0,833 0,82
BorderLineSMOTE 0,83 0,846 0,833 0,82
SVMSMOTE 0,85 0,86 0,846 0,836

Az 6rnekleme EditedNearestNeighbours 0,95 0,93 0,93 0,923
AIIKNN 0,94 0,923 0,916 0,916
NearMiss 0,89 0,893 0,89 0,893
NeighbourhoodCleaningRule 0,84 0,85 0,836 0,826
OneSidedSelection 0,89 0,806 0,726 0,76
RandomUnderSampler 0,86 0,866 0,863 0,856
TomekLinks 0,90 0,853 0,873 0,863

orta biiyiikliikte bir deger segilmistir. Bu parametre, karar verme
siirecinde ka¢ komsunun dikkate alinacagini ifade etmektedir. KA ve
NB genellikle baglangi¢ igin hiperparametre optimizasyonu
gerektirmedigi i¢in, DVM  algoritmasinda da  varsayilan
parametrelerin ¢ogu veri seti i¢in iyi sonug¢ verdigi sebebi ile
varsayilan ayarlar kullanilmistir.

Veri setinde sinif dagilimlari analiz edildiginde, gegme (pass) sinifina
ait Orneklerin daha fazla olmasi ve {iistiin basar1 (distinction) ile
basarisiz (fail) smiflariin 6rnek sayilarinin birbirine daha yakin
olmast veri setindeki dagilimlar arasinda dengesizlik olusturmaktadir.
Bu durumun smiflandirma modellerinin ayirt etme yeteneginde
sorunlara neden olmasi muhtemeldir.

Makine Ogreniminde veri arttirma ve veri azaltma, dengesiz veri
kiimelerindeki simf dengesizligini gidermek icin kullanilan bir
yontemdir. Bu nedenle her smiflandirici ile fazla drnekleme ve az
ornekleme teknikleri uygulanmistir. Bu ¢alismada fazla 6rnekleme
icin; SMOTE [38], KMeansSMOTE [39], RandomOverSampler [40],
ADASYN [41], BorderlineSMOTE [42] ve SVMSMOTE [43]; az
ornekleme icin: EditedNearestNeighbours [44], AIIKNN [45],
NearMiss [46], NeighborhoodCleaningRule [47], OneSidedSelection
[48], RandomUnderSampler [49] teknikleri uygulanmistir. LR, LDA,
RO, KNN, KA, NB ve DVM olarak yedi farkli makine dgrenme
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teknigi kullanilmigtir. Yeniden ornekleme olmadan siniflandirmaya
ayrica alt1 farkli fazla 6rnekleme ve yedi farkli az 6rnekleme teknigi
kullanilarak doksan bir siniflandirma islemi yapilmistir. Modellerin
performanst dogruluk, kesinlik, duyarlilik ve F1-Skoru metrikleriyle
olgiilerek kiyaslanmustir.

Her siniflandirma isleminin sonuglar1 Tablo 10'da verilen metriklerle
Ol¢iilmiigtiir. Siniflandirma islemlerinde 5 katli ¢apraz dogrulama
yontemi uygulanmig ve sonuglarin ortalamalari sunulmustur. Elde
edilen sonuglar LR i¢in Tablo 12'de, LDA igin Tablo 13'te, RO igin
Tablo 14'te, KNN i¢in Tablo 15'te, KA igin Tablo 16'da, NB igin
Tablo 17'de, DVM igin Tablo 18'dedir. En bagarili sonuglar Tablo
19'dadur.

Tablo 12'de LR igin yapilan smiflandirma  sonuglar
degerlendirildiginde bazi1 yeniden ornekleme tekniklerinin basariy1
arttirdigi goriilmektedir. LR i¢in 6rneklemsiz degerlendirmeyle elde
edilen dogruluk %87, kesinlik %84, duyarlilik %81, F1-Skor %82'dir.
Fazla 6rnekleme tekniklerinden Kmeans SMOTE'tan %90 dogruluk,
%89,6 kesinlik, %89,6 duyarlilik, %89,6 F1-Skor ile yiiksek degerler
elde edilmistir. Az 6rnekleme tekniklerinden AIIKNN'den dogruluk
%390, kesinlik %91, duyarlilik %84,3, F1-Skor %87 olarak yiiksek
degerler elde edilmistir.
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Tablo 14. RO i¢in siniflandirma sonuglari (Classification results for RO)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor
Orneklemsiz - 0,96 0,87 0,87 0,85
Fazla 6rnekleme SMOTE 0,94 0,936 0,94 0,936
Kmeans SMOTE 0,95 0,95 0,95 0,95
RandomOverSampler 0,97 0,96 0,96 0,96
ADASYN 0,93 0,936 0,933 0,933
BorderLineSMOTE 0,93 0,933 0,93 0,89
SVMSMOTE 0,94 0,936 0,936 0,933
Az drnekleme EditedNearestNeighbours 0,96 0,933 0,933 0,953
AIIKNN 0,96 0,926 0,92 0,943
NearMiss 0,91 0,91 0,906 0,906
NeighbourhoodCleaningRule 0,94 0,936 0,936 0,933
OneSidedSelection 0,92 0,886 0,77 0,816
RandomUnderSampler 0,89 0,883 0,883 0,886
TomekLinks 0,93 0,93 0,876 0,90
Tablo 15. KNN i¢in siniflandirma sonuglari (Classification results for KNN)
Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor
Orneklemsiz - 0,87 0,87 0,77 0,81
Fazla ornekleme SMOTE 091 0,91 0,91 0,91
Kmeans SMOTE 0,91 0,93 0,933 0,93
RandomOverSampler 0,88 0,876 0,876 0,876
ADASYN 0,90 0,903 0,896 0,89
BorderLineSMOTE 0,90 0,91 0,906 0,903
SVMSMOTE 0,91 0,913 0,906 0,906
Az 6rnekleme EditedNearestNeighbours 0,94 0,956 0,906 0,93
AIIKNN 0,96 0,92 0,926 0,93
NearMiss 0,87 0,87 0,866 0,866
NeighbourhoodCleaningRule 0,91 0,913 0,906 0,906
OneSidedSelection 0,90 0,873 0,77 0,813
RandomUnderSampler 0,87 0,863 0,87 0,866
TomekLinks 0,90 0,883 0,85 0,863
Tablo 13'te LDA'ya iligkin siiflandirma sonuglart dogruluk, %93 kesinlik, %93,3 duyarlilik, %93 F1-Skor ile yiiksek

degerlendirildiginde bazi yeniden 6rnekleme tekniklerinin basariy1
artirdig1 goriilmektedir. LDA i¢in 6rneklemsiz degerlendirmeyle elde
edilen dogruluk %89, kesinlik %81, duyarlilik %85, F1-Skor %81'dir.
Fazla 6rnekleme tekniklerinden, Kmeans SMOTE'tan %88 dogruluk,
%89 kesinlik, %88,3 duyarlilik, %87,6 F1-Skor ile yiiksek degerler
elde edilmistir. Az ornekleme tekniklerinden
EditedNearestNeighbours'tan dogruluk %95, kesinlik %93, duyarlilik
%93, F1-Skor %92,3 olarak yiiksek degerler elde edilmistir.

Tablo 14'te RO i¢in yapilan smiflandirma  sonuglar
degerlendirildiginde bazi yeniden 6rnekleme tekniklerinin basariy1
arttirdig1 goriilmektedir. RO i¢in 6rneklemsiz degerlendirmeyle elde
edilen dogruluk %96, kesinlik %87, duyarlilik %87, F1-Skor %85'tir.
Fazla ornekleme tekniklerinden yiiksek degerler
RandomOverSampler'dan %97 dogruluk, %96 kesinlik, %96
duyarlilik, %96 F1-Skor ile elde edilmistir. Az Ornekleme
tekniklerinden EditedNearestNeighbours'tan dogruluk %96, kesinlik
%93.,3, duyarlilik %93,3, F1-Skor %95,3 olarak yiiksek degerler elde
edilmistir.

Tablo 15't¢ KNN i¢in yapilan smiflandirma  sonuglar
degerlendirildiginde bazi yeniden 6rnekleme tekniklerinin basariy1
arttirdigl goriilmektedir. KNN i¢in 6rneklemsiz degerlendirmeyle
elde edilen dogruluk %87, kesinlik %87, duyarlilik %77, F1-Skor
%81'dir. Fazla 6rnekleme tekniklerinden, Kmeans SMOTE'tan %91

degerler elde edilmistir. Az 6rnekleme tekniklerinden AIIKNN'den
dogruluk %96, kesinlik %92, duyarlilik %92,6, F1-Skor %93 olarak
yiiksek degerler elde edilmistir.

Tablo 16'da KA'ya iliskin siniflandirma sonuglari
degerlendirildiginde baz1 yeniden ornekleme tekniklerinin bagariy1
arttirdigi goriilmektedir. KA igin 6rneklemsiz degerlendirme ile elde
edilen dogruluk %86, kesinlik %81, duyarlilik %83, F1-Skor %80'dir.
Fazla Ornekleme tekniklerinden yiiksek degerler
RandomOverSampler'dan %94,7 dogruluk, %95,6 kesinlik, %95,6
duyarlilik, %95,3 F1-Skor ile elde edilmistir. Az Ornekleme
tekniklerinden EditedNearestNeighbours'tan dogruluk %94, kesinlik
%93,6, duyarlilik %92,3, F1-Skor %93,3 olarak yiiksek degerler elde
edilmistir.

Tablo 17'deki NB siniflandirma sonuglar1 degerlendirildiginde bazi
yeniden 6rnekleme tekniklerinin basariyi arttirdig1 goriillmektedir. NB
icin 0rneklemsiz degerlendirmeyle elde edilen dogruluk %82, kesinlik
%75, duyarlilik %82, F1-Skor %78'dir. Fazla ornekleme
tekniklerinden Kmeans SMOTE'tan %88 dogruluk, %87,6 kesinlik,
%87,6 duyarlilik, %88 F1-Skor ile yiiksek degerler elde edilmistir. Az
ornekleme tekniklerinden EditedNearestNeighbours'tan dogruluk
%93, kesinlik %92, duyarlilik %92,3, F1-Skor %92,3 olarak yiiksek
degerler elde edilmistir.
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Tablo 16. KA i¢in siniflandirma sonuglari (Classification results for KA)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor
Orneklemsiz - 0,86 0,81 0,83 0,80
Fazla 6rnekleme SMOTE 0,91 0,906 0,91 0,913
Kmeans SMOTE 0,92 0,923 0,923 0,923
RandomOverSampler 0,947 0,956 0,956 0,953
ADASYN 0,91 0,906 0,913 0,913
BorderLineSMOTE 0,91 0,91 0,91 0,91
SVMSMOTE 0,91 0,906 0,91 0,906
Az drnekleme EditedNearestNeighbours 0,94 0,936 0,923 0,933
AIIKNN 0,93 0,933 0,92 0,93
NearMiss 0,87 0,87 0,87 0,873
NeighbourhoodCleaningRule 0,90 0,90 0,90 0,90
OneSidedSelection 0,86 0,763 0,766 0,766
RandomUnderSampler 0,84 0,846 0,84 0,843
TomekLinks 0,89 0,856 0,833 0,843

Tablo 17. NB igin siiflandirma sonuglari (Classification results for NB)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor
Orneklemsiz - 0,82 0,75 0,82 0,78
Fazla 6rnekleme SMOTE 0,86 0,863 0,86 0,86
Kmeans SMOTE 0,88 0,876 0,876 0,88
RandomOverSampler 0,85 0,846 0,846 0,843
ADASYN 0,82 0,816 0,816 0,806
BorderLineSMOTE 0,83 0,84 0,836 0,823
SVMSMOTE 0,86 0,86 0,856 0,85
Az ornekleme EditedNearestNeighbours 0,93 092 0,923 0,923
AIIKNN 0,92 0,903 0,906 0,903
NearMiss 0,86 0,866 0,856 0,856
NeighbourhoodCleaningRule 0,83 0,836 0,833 0,823
OneSidedSelection 0,86 0,736 0,713 0,723
RandomUnderSampler 0,85 0,843 0,846 0,843
TomekLinks 0,87 0,806 0,846 0,826

Tablo 18. DVM igin siniflandirma sonuglari (Classification results for DVM)

Ornekleme Kullanilan Teknik Dogruluk Kesinlik Duyarlilik F1-Skor
Orneklemsiz - 0,88 0,84 0,84 0,82
Fazla 6rnekleme SMOTE 0,88 0,876 0,88 0,876
Kmeans SMOTE 0,90 0,896 0,896 0,90
RandomOverSampler 0,88 0,876 0,876 0,876
ADASYN 0,84 0,843 0,843 0,833
BorderLineSMOTE 0,85 0,856 0,853 0,843
SVMSMOTE 0,88 0,88 0,88 0,876
Az 6rnekleme EditedNearestNeighbours 0,93 0,93 0,92 0,936
AIIKNN 0,92 0,916 0,896 0,916
NearMiss 0,89 0,89 0,886 0,886
NeighbourhoodCleaningRule 0,86 0,86 0,86 0,85
OneSidedSelection 0,90 0,90 0,713 0,766
RandomUnderSampler 0,87 0,87 0,87 0,866
TomekLinks 0,91 0,89 0,843 0,866

Tablo 18'deki DVM siniflandirma sonuglari degerlendirildiginde bazi %89,6 duyarlilik, %90 F1-Skor ile yiiksek degerler elde edilmistir. Az
yeniden Ornekleme tekniklerinin basariyr arttirdigi goriilmektedir. ornekleme tekniklerinden EditedNearestNeighbours'tan dogruluk
DVM i¢in 6rneklemsiz degerlendirme ile elde edilen dogruluk %88, %93, kesinlik %93, duyarlilik %92, F1-Skor %93,6 olarak yiiksek
kesinlik %84, duyarlilik %84, F1-Skor %82'dir. Fazla drnekleme degerler elde edilmistir.

tekniklerinden Kmeans SMOTE'tan %90 dogruluk, %89,6 kesinlik,
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Ornekleme Kullanilan Teknik En lyi En lyi En Iyi En Iyi
Dogruluk Kesinlik Duyarlilik F1-Skor
LR Orneklemsiz 0,87 0,84 0,81 0,82
Fazla 6rnekleme 0,90 0,896 0,896 0,896
Az 6rnekleme 0,93 0,93 0,90 0,913
LDA Orneklemsiz 0,89 0,81 0,85 0,81
Fazla 6rnekleme 0,88 0,89 0,883 0,876
Az 6rnekleme 0,95 0,93 0,93 0,923
Orneklemsiz 0,96 0,87 0,87 0,85
RO Fazla ornekleme 0,97 0,96 0,96 0,96
Az 6rnekleme 0,96 0,933 0,933 0,953
KNN Orneklemsiz 0,87 0,87 0,77 0,81
Fazla 6rnekleme 0,91 0,93 0,933 0,93
Az 6rnekleme 0,96 0,92 0,926 0,93
KA Orneklemsiz 0,86 0,81 0,83 0,80
Fazla 6rnekleme 0,947 0,956 0,956 0,953
Az 6rnekleme 0,94 0,936 0,923 0,933
NB Orneklemsiz 0,82 0,75 0,82 0,78
Fazla drnekleme 0,88 0,876 0,876 0,38
Az 6rnekleme 0,93 0,92 0,923 0,923
DVM Orneklemsiz 0,88 0,84 0,84 0,82
Fazla drnekleme 0,90 0,896 0,896 0,90
Az 6rnekleme 0,93 0,93 0,92 0,936
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Sekil 1. Farkli Smiflandirma Algoritmalarinin Ornekleme Tekniklerine Gore Performans Karsilastirmasi
(Performance Comparison of Different Classification Algorithms Based on Sampling Techniques)

Tablolardaki dl¢limler degerlendirildiginde bazi yeniden drnekleme
tekniklerinin basartyr arttirdigi goriilmektedir. Yeniden ornekleme
bagar1 oranlar1 farklilik gosterse de bu ¢alismada fazla Grnekleme
tekniklerinden RandomOverSampler, Kmeans SMOTE, az 6rnekleme
tekniklerinden EditedNearestNeighbors ve AIIKNN tekniklerinin
belirgin bir bagar artiginin saglandigi tespit edilmistir. Kullanilan tim
smiflandiricilar ve Ornekleme yontemlerinden en basarili olanlar
Tablo 19'da 6zetlenmistir. Tablo 19'daki sonuglar incelendiginde RO
yeniden &rnekleme ile yiiksek degerlere ulasildigy, tiim parametreler
acisindan en yiiksek degerlerin elde edildigi goriilmektedir. RO ile
elde edilen en yiiksek dogruluk degerine RandomOverSampler fazla
ornekleme teknigi ile ulagilmigtir. RO ile tiim siniflandirmalarda elde
edilen en iyi sonuglar dogrulukta %97, kesinlikte %96, duyarlilik %96
ve F1 Skorunda %96'dir. RO smmflandiricidan sonra en yliksek

olctimler KNN ile elde edilmistir. Bu sinmiflandiriciyla elde edilen en
ist diizey dogruluk degeri AIIKNN az 6rnekleme teknigi ile elde
edilmigtir. KNN ile tiim siniflandirmalarda elde edilen en iyi sonuglar
dogrulukta %96, kesinlikte %92, duyarlilikta %92,6 ve F1 Skorunda
%93'tlir. Tablo 19’daki  verilere ait farkli siniflandirma
algoritmalarinin (LR, LDA, RO, KNN, KA, NB, DVM) 6rnekleme
teknikleri (Orneklemsiz, fazla Ornekleme, az Ornekleme) altinda
dogruluk, kesinlik, duyarlilik ve F1-Skor metrikleri bakimindan
performanslarina ait grafik Sekil 1°de verilmistir.

Calisma kapsaminda LR, LDA, RO, KNN, KA, NB, DVM
smiflandiricilan ile uygulanan yeniden drnekleme ydntemine sahip
modellerden onerilen en iyi dogruluk degerleri Tablo 20’de
verilmistir.
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Tablo 20. Bulgularin literatiirdeki ¢aligmalarla karsilastirilmasi (Comparison of the findings with the studies in the literature)

Referans Kullanilan yontemler En iyi dogruluk (%)
(Alkan, [50]) LR 87

LDA 95

RO 96

KNN 87

KA 86

NB 82

DVM 88

Literatiir ortalamas1 ~ 88,71429

Onerilen LR 93
Onerilen LDA 95
Onerilen RO 97
Onerilen KNN 96
Onerilen KA 94
Onerilen NB 93
Onerilen DVM 93

Onerilen modellerin ortalamasi

94,42857

Calismada kullanilan veri seti ile ilgili ¢aligmalar literatiirde sinirlidir.
Ancak bu calismada kullanilan yeniden 6rnekleme ile daha yiiksek
bagar1 elde edilmistir. Bir onceki caligmada en yiiksek dogruluk
degerleri %96 iken bunu %95 ve %88 takip etmistir. Ortalama basari
ise %88,71429'dur. Bu ¢aligmada; en yiiksek dogruluk degerleri %97
olup, bunu %96 ve %95 takip etmektedir. Ortalama basar1 da
%94,42857'dir. Calisma kapsaminda RO en yiiksek dogruluga sahip
olup onu KNN takip etmektedir. RO’da fazla Ornekleme
yontemlerinden RandomOverSampler ile KNN’de az ornekleme
yontemlerinden AIIKNN ile yiiksek bagari elde edilmistir.

5. Sonugclar (Conclusions)

Bu ¢alismada, 6grenme ortamlarinin daha verimli hale getirilmesi ve
ogrencilerin olas1 basarisizliklarinin - 6nceden tahmin edilmesi
hedeflenmistir. Bu amagla, farkli siiflandiricilar  kullanilarak
Ogrencilerin verileriyle dersten ge¢gme durumlart tahmin edilmeye
caligilmistir. Caligma kapsaminda kamuya agik olan “Open University
Learning Analytics Dataset -OULAD” kullanilmistir. Veri seti
iizerinde siniflandirma islemlerinde LR, LDA, RO, KNN, KA, DVM
ve NB yontemleri kullanilmig ve performanslar1 degerlendirilmistir.
Calismada yedi farkli yontem kullanilmis ve her bir yontem dogruluk,
kesinlik, duyarlilk ve F1-Skoru degerleri karsilastirilarak
incelenmigtir. Tahmin igleminde kullanilacak O6znitelikler tek bir
tabloda birlestirilmistir. LR, LDA, RO, KNN, KA, DVM ve NB
makine 6grenmesi modelleri i¢in on ii¢ farkli yeniden 6rnekleme ile
elde edilen siniflandirma bagarilart karsilagtirilmistir.  Yeniden
ornekleme yontemlerinin dogruluk, kesinlik, duyarlilik ve F1-Skoru
olmak iizere dort metrikle toplam doksan bir ayr1 smiflandirmanin
bagaris1 degerlendirilmigstir. Bu ¢alismada RO’da fazla ornekleme
yontemlerinden RandomOverSampler ile %97 dogruluk elde
edilirken, KNN’de az 6rnekleme yontemlerinden AIIKNN ile %96
dogruluk elde edilmistir. Veri setinde sinif dengesini saglamak
amactyla yeniden Ornekleme yapilmasimn siniflandirict basarisini
arttirdigl goriilmiistiir. Bu ¢alismada fazla 6rnekleme tekniklerinden
RandomOverSampler ve Kmeans SMOTE ile az O6rnekleme
tekniklerinden EditedNearestNeighbors ve AIIKNN ile yiiksek basari
artis1 saglamistir. Veri setindeki simiflarin dengesizligi modellerin
bagarisin1 etkileyen bir faktordiir. Mevcut veri setinin uygun
ornekleme teknikleriyle dengelenmesi modellerin daha basarili
olmasini saglamaktadir, caligmada bu durumu destekler niteliktedir.
(Sevli, [51])’in arastirmasinda da, en {istiin performans %96,296
dogrulukla elde edilmistir. Bu basari, RO ile birlikte kullanilan
InstanceHardnessThreshold fazla ornekleme teknigiyle
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gerceklestirilen siniflandirma isleminden elde edilmigtir. (Borekgi ve
Sevli  [52])’in, SMOTE, KMeansSMOTE, ADASYN ve
SVMSMOTE  fazla  ornekleme  tekniklerini  kullandiklart
calismalarinda ise, en yiiksek dogruluk degerini %99,17 ile Light
Gradient Boosting makine siniflandiricisinin - SMOTE  fazla
ornekleme teknigi ile birlikte kullanilmasi durumundan elde
edilmistir. Bagka bir aragtirmada LR, DVM, KA, RO ve Extra Tree
Regressor (ETR) gibi farkli algoritmalarin  performanslari
karsilastirilarak yeralti suyunun akis tahmini yapilmaya caligilmigtir
[53]. Uygulanan modellerin her birinin bagar1 performansini artirmak
amaciyla dalgacik donisiimi  kullanarak hibrit bir ydntem
gelistirilmis ve ETR en basarili tahmin yontemi olarak saptanmisgtir.
Bir diger calismada ise, dogrusal regresyon, KA, RO, GBT
regresyonu, izotonik regresyon gibi farkli algoritmalar kullanilmigtir
[54]. Caligma kapsaminda, Tiirkiye’de ikinci el araglarin biiytik veri
ve makine 6grenme teknikleriyle analizi ve fiyat tahmini yapilmis ve
algoritmalar karsilastirllmistir. En yiiksek basart RO algoritmasindan
elde edilmistir.

Bu calismada farkli makine O6grenmesi modellerinin basarilart
karsilastirilarak yeniden 6rnekleme teknikleriyle elde edilen sonuglar
modellerin performans durumu hakkinda fikir olugturmustur. Bu
unsurlar iizerinde ¢aligmanin ve dgrencilere yeni firsatlar sunmanin
bagarty1 artiracagi sOylenebilir. Arastirma sonuglarina dayanarak
asagidaki onerilerde bulunulabilir:

e Veri setlerinde dengesizlik durumlarina gére hem fazla hem de az
ornekleme tekniklerinin birlikte kullanimi tegvik edilmelidir. Bu
yaklasim, model basarisim1 artirmada daha etkili sonuglar
saglayabilir.

e Egitim siireclerinde ve 6grenme analitiklerinde veri dengesizligi

sorununa odaklanilmali ve uygun Ornekleme yoOntemleri

uygulanmalidir.

Veri dengesizligini gidermek i¢in yeniden drnekleme tekniklerinin

(RandomOverSampler, KMeansSMOTE,

EditedNearestNeighbors, vb.) etkin bir sekilde kullaniimasi

onerilir. Bu, simiflandirma algoritmalarinin performansini énemli

Ol¢iide artirmaktadir.

Modellerin dogruluk, kesinlik, duyarliik ve F1-Skoru gibi

performans metrikleri diizenli olarak analiz edilmeli ve daha yiiksek

performans sunan modeller tercih edilebilir.

Egitim yoneticilerine ve Ogretmenlere, bu modellerin nasil

kullanilacagi ve tahmin sonuglarinin nasil degerlendirilecegi

konusunda egitim verilebilir.
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Ogretmenlerin, tahmin sonuglarini ders planlarini uyarlamak ve
ogrencilere daha etkili destek saglamak i¢in kullanmalar1 tesvik
edilebilir.

Ogrenci basarisim tahmin eden sistemler, erken uyari sistemleri
olarak kullanilmali ve 6grencilere destek sunulabilir.

Tahmin
materyalleri, rehberlik ve bireysel destek saglanabilir.

sonuglarina dayanarak Ogrencilere 6zel Ogrenme
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